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Chapter 1

Topological Manifolds

Manifold Theory 
- A Science of Space -

Calculus 
Topology 

Algebra 

Physics 

Astronomy 

Economics 
Engineering 

Social 
Sciences 

What is a space?
What are model spaces?

A differentiable manifold is a topological manifold
with a differentiable structure.
What is a topological manifold?
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1.1 Locally Euclidean Spaces
A topological spaceM is said to be locally Euclidean1 if it is locally homeomor-
phic to a Euclidean space, i.e., for any point p inM , there exists a neighborhood
which is homeomorphic to En some nonnegative integer n. This integer n is
called the dimension ofM at p.

Theorem 1.1.0.1 (Invariance of Dimension) At each point of a locally Eu-
clidean space M , the dimension is well-defined.2

Proof. Let x : U → Rn and y : V → Rm be two homeomorphisms for some
neighborhoods U and V of p. We may assume that U and V are open neighbor-
hoods of p. Then3

x ◦ y−1 : y(U ∩ V ) → x(U ∩ V )

is a homeomorphism between a non-empty open subset of Rm and an open
subset of Rn. Thus by (a corollary of) the Invariance of Domain (see Appendix),
n = m. □

For a locally Euclidean space M , let dim(M,p) be the dimension of M at p.
Then the map

dim(M, ) :M → Z, p 7→ dim(M,p)

is locally constant. The dimension ofM is

dimM := sup
p∈M

dim(M,p).

1.1.0.2 Pure dimensional Space

We say that M is of pure dimension if every component of M has the same
dimension.

Note that pure dimensional locally Euclidean spaces are of finite dimension.

1.1.0.3 Infinite dimensional Space

The “disjoint union”⨿∞
n=0 Rn is locally Euclidean and of infinite dimension.

1Although Euclidean spaces have more structures, we take only topological properties of
them and follow the traditional terminology. A metric space is a Euclidean space if it is
isometric to a Cartesian space Rn for some nonnegative integer n. All n-dimensional Euclidean
spaces are isometric to each other, and they are all denoted by En. The Cartesian space Rn

is an example of an n-dimensional Euclidean space.
2Since our main interests are smooth manifolds, Invariance of Dimension follows easily

from Linear Algebra: If an open subset of Rn is diffeomorphic to an open subset of Rm, then
n = m.

3The composition g ◦ f of maps f : A → B and g : C → D is defined on f−1(B ∩ C).
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1.1.0.4 Zero-dimensional Spaces

Note that R0 = {0}. If the dimension of M at p is zero, then p is an isolated
point ofM , and the trivial map {p} → {0} is the homeomorphism.

A topological space is a locally Euclidean space of dimension zero if and only
if it is a discrete space.

1.1.0.5

The next easy theorem is often useful.
Theorem 1.1.0.6 Let n be a nonnegative integer and let M be a set. Suppose
A is a collection of maps

x : Ux → Rn (1.1)
such that
(i) each Ux is nonempty and M =

∪
{Ux | x ∈ A}

(ii) for any x ∈ A, x is injective and its image x(Ux) is an open subset of Rn

(iii) for any x, y ∈ A, the composition

x ◦ y−1 : y(Ux ∩ Uy) → x(Ux ∩ Uy)

is a homeomorphism between open subsets of Rn.
Then there exists a unique topology on M such that {Ux | x ∈ A} is an open
cover of M and the map (1.1) is a coordinate system for each x ∈ A.

Moreover, this topology is Hausdorff if and only if for any distinct points
p ∈ Ux and q ∈ Uy, there exist open subsets Vx ⊂ x(Ux) and Vy ⊂ y(Uy) such
that

x(p) ∈ Vx, y(q) ∈ Vy, x−1(Vx) ∩ y−1(Vy) = ∅.

Proof. Let a subset S ofM be open if and only if x(S ∩ Ux) is open in Rn for
every x ∈ A. □

1.1.1 The Line with two origins
Let R∗ := R− {0} and
R+ := R× {1}, R+

∗ := R∗ × {1}, R− := R× {−1}, R−
∗ := R∗ × {−1}.

Let R+ ∪f R− be the quotient space of R+ ∪ R− by the identification map4

f : R+
∗ → R−

∗ , (x, 1) 7→ (x,−1).

Then R+ ∪f R− is locally R1, but not Hausdorff.
4For topological spaces X, Y , and a continuous map f from a subset A of X into Y , the

space X ∪f Y obtained by attaching X to Y by f is the quotient space of the disjoint union
X

⨿
Y , where every point in A is identified with its image. See Appendix “General Topology”

for the basic notions of topology.
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The line with two origins

1.1.2 Exercises
1. Show that each point in a locally Euclidean space of pure dimension n has

a neighborhood homeomorphic to Rn.
2. Show that a one-to-one continuous map between locally Euclidean spaces

of the same pure dimension is an open map.
3. Show that every locally Euclidean spaceM is locally connected5 and hence

each (connected) component of M is (closed and) open. An open subset
of a locally Euclidean space is also locally Euclidean. In particular, each
component of a locally Euclidean space is also locally Euclidean.

4. Show that a locally Euclidean space is locally compact6.

5A topological space is locally connected if any neighborhood of an arbitrary point contains
a connected neighborhood.

6A topological space is locally compact if any point has a compact neighborhood. For a
Hausdorff space X, the following conditions are equivalent [Dugundji, p.238]:

(a) X is locally compact.
(b) for any point p in X and an open neighborhood U of p, there exists a compact neigh-

borhood K of p contained in U .
(c) For any compact set K contained in an open set U of X, there exists a compact neigh-

borhood C of K contained in U .
(d) X has a basis consisting of relatively compact open subsets.
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Euclid of Alexandria by Justus van Gent, 15th century
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1.2 Topological Manifolds
Theorem 1.2.0.1 Let M be a locally Euclidean Hausdorff topological space.
Then the following are equivalent.

(i) M is metrizable.

(ii) M is paracompact.

(iii) Every component of M is σ-compact.7

(iv) Every component of M is a Lindelöf space.8

(v) Every component of M is second countable.9

Proof. (i) ⇒ (ii). This follows from a result of A. H. Stone (1948) which
says that every metric space is paracompact [Dugundji, p.186], [Kelley, p.160],
[Marsden et al], [Munkres 2000], [Willard, p.147].

(ii)⇒ (iii). Note that every closed subspace of a paracompact space is again
paracompact. Thus each component of M is paracompact. Now it suffices to
show that any connected, locally compact paracompact space X is σ-compact.

Let U be an open cover ofX such that the closure U is compact for every U ∈
U . Such a cover exists, sinceX is locally compact. Now sinceX is paracompact,
we may assume that U is locally finite.

LetW0 be any nonempty set in U . We construct subsetsWk, k = 1, 2, . . . , of
X inductively as follows:

Wk :=
∪

{U ∈ U | U ∩Wk−1 ̸= ∅}.

Obviously, Wk 's are open and W0 ⊂ W1 ⊂ W2 ⊂ . . . . We claim that X =∪∞
k=1Wk. Since X is connected, it suffices to show that ∪Wk is closed. (Clearly,

it is open and nonempty.) Let p be a boundary point of ∪Wk in X. Then p ∈ U
for some U ∈ U and hence U ∩Wk ̸= ∅ for some k. This implies that p ∈Wk+1.
Thus ∪Wk is closed, and hence X = ∪Wk = ∪Wk.

Now we claim that Wk is compact, by induction on k. Of course, W0 is
compact. Suppose thatWk−1 is compact. ThenWk−1 intersects with only a finite
number ofU 's in U and henceWk has a compact closure. Moreover,Wk ⊂Wk+1.
This proves the claim.

(iii) ⇒ (iv).
(iv) ⇒ (v).

7A topological space is σ-compact if it is a countable union of compact subsets.
8A topological space is called a Lindelöf space if every open cover has a countable subcover.

cf. [Matsushima]
9A topological space is second countable if it has a countable basis for the topology. Recall

that a collection B of open subsets is a basis for the topology if and only if each neighborhood of
a point p contains B ∈ B such that p ∈ B i.e., every open subset is the union of a subcollection
of B. Note that a subspace of a second countable space is second countable.
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Note that locally Euclidean space is locally second countable10, and any sub-
space of locally second countable space is also locally second countable.

Let X be a component ofM . It is locally second countable, and hence each
point p in X has a second countable neighborhood Up.

If X is compact, then there exists a finite number of points p1, . . . , pk in X
such that X = Up1 ∪ · · · ∪ Upk . Thus X is second countable.

If X is a countable union of compact sets X1, X2 . . . , then each Xi is second
countable and hence X is second countable.

(v) ⇒ (i). Note that a locally compact Hausdorff space is, obviously, reg-
ular.11 In particular, any locally Euclidean space is regular. Recall Urysohn's
Metrization Theorem [Dugundji, p.195], [Willard, p.166]: A regular and sec-
ond countable space is metrizable.

Thus each component of a locally Euclidean space is metrizable, and hence
every locally Euclidean space is metrizable.12 □

1.2.1 Topological Manifolds
A locally Euclidean Hausdorff space of pure dimension is called a topological
manifold if it satisfies one of the above equivalent conditions.13

Zero-dimensional topological manifolds are discrete spaces.
A curve is a manifold of dimension 1.
A surface is a manifold of dimension 2.

In the next chapter, we will introduce a differentiable manifold which will
be simply called a manifold.

We need the Hausdorff condition for a manifold because we want the unique-
ness of the solution of an ODE.

1.2.1.1 Compact Exhaustion

In the proof of the theorem (1.2.0.1) we have actually shown that a connected
topological manifold has a compact exhaustion.14 In particular, a locally com-

10A topological space is locally second countable if any neighborhood of an arbitrary point
contains a second countable neighborhood.

11A topological space X is regular if for any closed set A in X and a point x ∈ X −A there
exist disjoint open subsets U and V of X with x ∈ U and A ⊂ V .

12For any metric d on a set X, the new metric d/(1+d) gives the same topology as d. Thus
there is a metric d on M such that on each component d < 1 and d(p, q) = 1 if p and q are
not in the same component.

13Some authors require the second countable condition. I prefer to include every discrete
space as a zero-dimensional space.

14A sequence (Ck)
∞
k=1 of compact subsets of a topological space X is called a compact

exhaustion if

X =

∞∪
k=1

Ck and ∀k(Ck ⊂ Int(Ck+1)).
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pact space is σ-compact if and only if it has a compact exhaustion [Dugundji, p.
241].

Theorem 1.2.1.2 Every second countable topological manifoldM is home-
omorphic to a subset of RN for some positive integer N .

Proof. We will prove the case whenM is compact.15 Take a finite open cover
U := {U1, . . . , Uk} ofM where each Ui has a topological embedding16 xi : Ui →
Rn. Let {ρ1, . . . , ρk} be a partition of unity subordinate to the cover U (index-
wise). Then for each i, define x̃i :M → Rn by

x̃i(p) :=

{
ρixi if p ∈ Ui

0 if p ∈M − supp ρi.

Now let

f := (x̃1, . . . , x̃k, ρ1, . . . , ρk) :M → RN (N = k(n+ 1)).

Then f is continuous.
We claim that f is one-to-one. Let p be a point in M . Since ρ1(p) + · · · +

ρk(p) = 1, there exists j ∈ {1, . . . , k} such that ρj(p) ̸= 0. Then p ∈ Uj . If q ∈M
and f(p) = f(q), then ρj(q) ̸= 0 and hence q is also in Uj . Thus ρj(p)xj(p) =
x̃j(p) = x̃j(q) = ρj(q)xj(q) = ρj(p)xj(q), and hence xj(p) = xj(q), which
implies p = q. Thus f is one-to-one.

SinceM is compact, f is an embedding.17 □

1.2.2 Fundamental Group

The first fundamental group of a connected manifold is countable [John Lee,
2011]

1.2.3 Infinite dimensional manifolds

Infinite dimensional topological spaces, e.g., Hilbert spaces, Banach spaces, Frechét
spaces, are all interesting model spaces for infinite dimensional manifolds, al-
though we do not consider them here. See [Lang], for instance.

15For general case, see [Munkers, 2000].
16A topological embedding is a map which is homeomorphic to its image.
17A one-to-one continuous map from a compact space into a Hausdorff space is an embed-

ding.
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1.2.4 Exercises
1. Is the set {(x, y) ∈ R2 | xy = 0} a topological manifold?
2. Show that {0, 1, 12 , 13 , . . . } ⊂ R is not a manifold.
3. Let X be the set of all lines in the plane R2. Make X into a connected

topological manifold. What is the dimension of X? Is X homeomorphic
to an open Möbius band?

4. Let P (n) be the set of all n × n real positive definite (symmetric) matri-
ces. Show that, with natural topology on P (n), it is homeomorphic to the
Euclidean space of dimension n(n+ 1)/2.

5. Let X be the collection of all quadratic polynomials
q(x, y) = a20x

2 + 2a11xy + a02y
2 + 2(b1x+ b2y) + c

with real coefficients. Identify two quadratic polynomials q1 and q2 if there
is a Euclidean motion i.e., an isometry T : R2 → R2 such that q1 = T ∗q2.
This gives an equivalence relation on X and let M be the quotient space.
IsM a topological manifold? (Hint: To each quadratic polynomial q assign

a matrix Q =

a20 a11 b1
a11 a02 b2
b1 b2 c

. Show that

detQ, det
(
a20 a11
a11 a02

)
, tr

(
a20 a11
a11 a02

)
are complete invariants.)

6. What kind of topological spaces do you get by attaching following spaces?
(i) R and R with f(a) = 1/a.
(ii) R2 and R2 with f(a, b) = (a, 1/b).
(iii) R2 and R2 with f(a, b) = (1/a, 1/b).
(iv) R2 and R2 with f(a, b) = (1/a, b/a).

7. LetM be the collection of all icosahedra inscribed in a given sphere in R3.
What is the dimension ofM?
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Chapter 2

Differentiable Manifolds

Über die Hypothesen welche der Geometrie zugrunde liegen.
(On the hypotheses that lie at the foundation of Geometry)

June 10, 1854, G. F. B. Riemann

Bernhard Riemann, 1822−1866

A differentiable manifold is a space where one can talk about tangent vec-
tors, or the velocities of moving particles. One can do calculus on differentiable
(usually non linear) manifolds.

If we want to talk about the acceleration of a particle in a space, forces, and
curvatures, then we need more than a smooth structure, e.g., a parallelism or a
connection.

17
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2.1 Coordinate Systems
What is the coordinates of a point in a space?

Given a topological space M and a point p in M , a (local) coordinate sys-
tem1 (or a coordinate map) at p is a one-to-one continuous map

x = (x1, . . . , xn) : U → Rn

of some open neighborhood U of p onto an open subset of Rn for some non-
negative integer n, such that the inverse map x−1 : x(U) → U is also continu-
ous.2

The ordered collection (x1(p), . . . , xn(p)) of numbers is called the coordi-
nates of p with respect to the coordinate system x.

This open set U is called a coordinate neighborhood of p, or just a coordi-
nate domain.

If the domain of a coordinate system is the whole space M , then x is called
a global coordinate system. The identity map

x : Rn → Rn

is an example of a global coordinate system.
A topological manifold is a Hausdorff topological space, each of its compo-

nents can be covered by countably many coordinate domains.
The inverse map of a coordinate map is called a parametrization.

1The concept of coordinates is due to R. Descartes and P. Fermat, or due to earlier math-
ematical painters in the middle age. The name coordinates is due to G. Leibniz [Coxeter].

2A map f : X → Y between two topological spaces is called a topological embedding3 if it is
a homeomorphism onto its image, i.e., f is a continuous one-to-one map such that the inverse
f−1 : f(X) → X is also continuous. Thus a coordinate system is a topological embedding
onto an open subset of a Cartesian space.
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2.2 Differentiable Structures
LetM be a topological manifold of dimension n.

2.2.1 Definitions
1. A set A = {x : Ux → Rn} of coordinate systems on M is called a smooth

(or differentiable) atlas if
(i) M =

∪
x∈A Ux, and

(ii) for each x, y ∈ A, the (coordintae) transition map, i.e., the compo-
sition4

x ◦ y−1

is a smooth (C∞) map (between ope subsets of Rn).
A coordinate system in a smooth atlas is also called a smooth chart.

2. Two smooth atlases are equivalent if their union is also a smooth atlas.
It should be easy to check that this relation is an equivalence relation.
From now on an atlas means a smooth atlas.

3. An atlas A is said to be maximal if it is not contained properly in any other
atlas, i.e., if y is a local coordinate system onM such that

y ◦ x−1, x ◦ y−1

are smooth for any x ∈ A, then y ∈ A.
Note that any atlas A is contained in a unique maximal atlas A, the com-
pletion of A. In fact, A is the union of all atlases which are equivalent to
A.

4. A differentiable (or smooth) structure on M is a maximal atlas on it.
Or equivalently, we may say that a differentiable structure on M is an
equivalence class of atlases.
A topological manifold M together with a smooth atlas A has a unique
differentiable structure which contains A.

5. A topological manifold together with a differentiable structure is called a
differentiable (or smooth) manifold.
Thus if A and A′ are two differentiable atlases on a topological manifold
M , then

(M,A) = (M,A′)

if and only if the completion A of A is the same as the completion A′ of
A′.

4This composition is a homeomorphism between open subsets of Rn.
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We often write a smooth manifold asM instead of (M,A) when there is no
confusion.

From now on manifolds mean smooth manifolds.

2.2.1.1

If a topological manifold M has a global chart x : M → Rn, then the singleton
A = {x} is a smooth atlas, since the only transition map

x ◦ x−1

is the identity map.
Thus any global coordinate system on a topological space defines a smooth

structure.

2.2.2 Rn

The set {id : Rn → Rn} consisting of the identity map on Rn is an atlas (of class
Cω).

This atlas gives the standard differentiable structure on Rn.

2.2.2.1 Finite dimensional vector spaces

Let V be a finite dimensional real vector space.5 For any basis b = (b1, . . . , bn)
of V , let b∗ := (b∗1, . . . , b

∗
n) be the dual basis of b. Then the isomorphism

b∗ : V → Rn. (2.1)

induces a topology on V , and V is homeomorphic to Rn. This topology is inde-
pendent of b.6

The isomorphism (2.1) also defines a smooth structure on V , which is inde-
pendent of the choice of basis, and hence it is a smooth manifold.

For instance, the complex n-space Cn and the quaternion n-space Hn are
smooth manifolds.

For positive integers m and n, and a ring R, let Mm×n(R) be the space of
m × n matrices with entries in R. Then for R = R,C,H, Mm×n(R) is a vector
space over R of dimension mn, 2mn, 4mn, respectively.7

5E.g., the space of all polynomials in one-variable with real coefficients of degree less than
n.

6In fact, any finite dimensional real vector space V has a unique vector topology, i.e., a
Hausdorff topology which makes the addition and the scalar multiplication continuous [Rudin,
p.16], [Dieudonné, Vol. 2, (12.13.2.ii)].

7 We can identify Hn with C2n; (z1 + jw1, . . . , zn + jwn) 7→ (z1, w1, . . . , zn, wn). Then we
have an inclusion

i : Mm×n(H) ↪→ M2m×2n(C).

For instance, if z, w ∈ C, then z + jw ∈ H corresponds to
(
z −w̄
w z̄

)
∈ M2×2(C). The image
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2.2.3 Affine Spaces
An affine space modeled on a vector space A⃗ is a set A together with a map

A× A → A⃗, (a, b) 7→
−→
ab

such that
1. for any a, b, c ∈ A, −→ab +−→

bc = −→ac

2. for any a ∈ A, the map

Oa : A → A⃗, b 7→
−→
ab (2.2)

is a bijection.
In other words, an affine space is set A together with a free transitive action

of a vector space A⃗ (as an additive group) on it.
Thus for any a, b ∈ A, there exists a unique vector−→ab ∈ V such that b = a+

−→
ab

or b−a =
−→
ab. Each point a in A defines a vectorization (2.2). The topologies on

A induced by vectorizations are all the same and hence every finite dimensional
affine spaces are manifolds.

AEuclidean space is an affine spacewhose associated vector space is equipped
with an inner product.

2.2.4 Open subsets
Any open subset of a manifold is a manifold.

Since each component of a manifold is open (and closed), it is a manifold.
Thus a manifold is a ‘disjoint union’ of connected manifolds.

For instance, if F ∈ {R,C,H}, then the vector spaceMn(F ) of n× n square
matrices with entries in F is a smooth manifold in the canonical way. The group
GL(n, F ) of invertible n × n matrices is an open subset of Mn(F ) and hence it
is a smooth manifold of dimension dimR(F )× n2. They are called the general
linear groups.

The group GL+(n,R) of all n× n real matrices with positive determinant is
a component of GL(n,R). GL(n,R) has two components and each component
is a smooth manifold.

Let k, n be integers such that 1 ≤ k ≤ n.
Let Fk(Rn) be the collection of all k-tuple

(v1, . . . , vk)

of the inclusion i is
{X ∈ M2m×2n(C) | JmX̄ = XJn},

where Jk is the direct sum of k copies of
(

0 1
−1 0

)
.
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of linearly independent vectors v1, . . . , vk in Rn. Then we have a canonical in-
clusion

Fk(Rn) ↪→Mn×k(R) =:Mn×k.

Then a matrix X ∈Mn×k is in Fk(Rn) if and only if∑
J

(det(XJ))
2 ̸= 0

whereXJ denotes the J -th k×k-minor ofX for J = (j1, . . . , jk), 1 ≤ j1 < · · · <
jk ≤ n. Thus Fk(Rn) is an open subset ofMn×k and hence Fk(Rn) is a smooth
manifold.

In general, if V is an n-dimensional vector space (overR), then the collection
Fk(V ) of all k-tuples of linearly independent vectors in V is an open subset of∏k

V := V × · · · × V︸ ︷︷ ︸
n

, since there is a continuous (multilinear) map

k∏
V →

k∧
V

and Fk(V ) consists of the inverse images of nonzero elements.

2.2.5 Diffeomorphic Structures
Let A be a smooth atlas on a topological manifold M . If M ′ is a topological
manifold and h :M ′ →M is a homeomorphism, then

h∗A := {x ◦ h | x ∈ A}

is a smooth atlas onM ′.
We say that two smooth structuresA andA′ on topological manifoldsM and

M ′, respectively, are diffeomorphic if there exists a homeomorphism h :M ′ →
M such that h∗A = A′ (or equivalently, h∗A ⊂ A′).

For instance, if A is the standard smooth structure on R defined by the iden-
tity map x : R → R, then the homeomorphism x3 : R → R defines a new smooth
structureA′ onR, which is diffeomorphic to the standard one. Note thatA′ does
not contain the identity map x : R → R.

2.2.5.1 Remark

If n ̸= 4, then Rn has a unique differentiable structure up to diffeomorphisms.
ButR4 has uncountably many non diffeomorphic differentiable structures [Tau].

2.2.6 Exercises
1. For each homeomorphism h : R → R, let Rh be the real line R together

with themaximal C∞ atlasAh containing h. Show thatRh is diffeomorphic



2.2. DIFFERENTIABLE STRUCTURES 23

to the standard R. Show that Ah is not equal to the standard C∞ structure
of R unless h is a diffeomorphism. How many different C∞ structures are
there on a topological space R?

2. If x : X → Y is a map, then

x∗ : Map(Y,R) → Map(X,R)

is the pull-back map: x∗(f) = f ◦ x for any f ∈ Map(Y,R).
Let n be a positive integer. Show that a connected Hausdorff space M

together with a sheafF of (real valued partial) functions onM is a smooth
manifold of dimension n if and only if there exists a countable atlasA such
that for any chart x : U → Rn in A and any open set V ⊂ U ,

F(V ) = x∗(C∞(x(V ))).
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2.3 Spheres
The n-sphere

Sn := {(a1, . . . , an+1) ∈ Rn+1 | a21 + · · ·+ a2n+1 = 1}

is a compact connected manifold8 of dimension n.

For i = 1, . . . , n+ 1, let

U+
i := {(a1, . . . , an+1) ∈ Sn | ai > 0}, U−

i := {(a1, . . . , an+1) ∈ Sn | ai < 0}.

Then these 2(n + 1) open subsets9 cover Sn. Let x+i be the restriction to U+
i of

the projection map

πi : Rn+1 → Rn, (a1, . . . , an+1) 7→ (a1, . . . , âi, . . . , an+1)

where hatted component means the deleted one. Then the image of x+i is the
standard open unit ball

Bn := {(a1, . . . , an) ∈ Rn | a21 + · · ·+ a2n < 1}

in Rn. Similarly let x−i be the restriction of πi to U−
i . Then we have a smooth

atlas
A := {x+1 , x

−
1 , . . . , x

+
n+1, x

−
n+1}.

for the sphere Sn.

Stereographic projections define anther atlas A′ on the sphere. Let p+ :=
(0, . . . , 0, 1) and p− := (0, . . . , 0,−1) be the north and the south poles of Sn.
Then the stereographic projection

x+ : Sn − {p+} → Rn

8Any subspace S of a metric space (X, d) is a metric space. But the inner metric on S
is more interesting than the induced metric. The distance between two points p and q of S
with respect to the inner metric is the infimum of the length of paths in S joining p and q
(for simplicity, we assume that S is path connected). The length of a path γ : [0, 1] → S is
the supremum of

∑k
i=1 d(γ(ti−1), γ(ti)) for all partitions 0 = t0 < t1 < · · · < tk = 1 of the

interval [0,1].
9For each p ∈ Sn, the hemisphere Up := {q ∈ Sn | p · q > 0} is an open neighborhood of p.

These open subsets cover the sphere. Note that −Up = U−p and Up ∩ U−p = ∅.
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of Sn from the north pole is given by

x+(a1, . . . , an+1) :=
1

1− an+1
(a1, . . . , an).

This map is obviously continuous and its inverse is

(a1, . . . , an+1) = x−1
+ (r1, . . . , rn) =

1

|r|2 + 1

(
2r1, . . . , 2rn, |r|2 − 1

)
where |r| = (r21 + · · ·+ r2n)

1
2 .

Similarly, we have the stereographic projection
x− : Sn − {p−} → Rn

of Sn from the south pole. Note that if ρ : Rn+1 → Rn+1 is the reflexion through
the hyperplane Rn = {xn+1 = 0} in Rn+1, then

x− = x+ ◦ ρ on Sn − {p−}.

Thus
x−(a1, . . . , an+1) =

1

1 + an+1
(a1, . . . , an)

and x−1
− = ρ ◦ x−1

+ , i.e.,

(a1, . . . , an+1) = x−1
− (r1, . . . , rn) =

1

|r|2 + 1

(
2r1, . . . , 2rn, 1− |r|2

)
.

Note that
x− ◦ x−1

+ (r) =
r

|r|2
=: I(r), r ∈ Rn∗ := Rn − {0},

where I : Rn∗ → Rn∗ is the inversion along the unit sphereSn−1. Thus x− = I◦x+
on Sn − {p+, p−}. We have an atlas

A′ := {x+, x−}

on Sn.
Two atlases A,A′ on Sn are compatible and they define the same smooth

structure on Sn.



26 CHAPTER 2. DIFFERENTIABLE MANIFOLDS

2.3.0.1 Exercises

1. Show that the inversion is orientation reversing, i.e., it has the negative
Jacobian determinant.

2. Show that Sn is connected.
3. Show that

C := {(a1, . . . , an) ∈ Rn | max{|a1|, . . . , |an|} = 1}

is homeomorphic to the sphere Sn−1, and hence it has a smooth structure.
But C is NOT a smooth submanifold of Rn.

4. Show that there is a set-theoretic bijection between Sn and R and hence
R has a topology and smooth structure which is diffeomorphic to Sn. Of
course, we are not interested in this smooth structure.
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2.4 Differentiable Maps
What is the use of a differentiable structure?

Since we have ‘objects’, i.e., (differentiable) manifolds, now it is time to in-
troduce ‘morphisms’ between them.

A continuous map φ : M → N between manifolds is said to be differen-
tiable (C∞, or smooth), if for any charts10 x ofM and y of N , the composition

y ◦ φ ◦ x−1,

which is defined on open subset of a Euclidean space with values in a Euclidean
space, is C∞.

The identity maps are smooth. The composition of two smooth maps are
smooth. In particular, the restriction of a smooth map to an open subset is also
smooth.

Diffeomorphisms are defined in a standard way. This concept is the same
as the one we have introduced already. IfM and N are diffeomorphic, then we
write it as

M ≃ N.

Each chart on a smooth manifold is a smooth embedding, i.e., a diffeomor-
phism onto its image.

The set of self-diffeomorphisms ofM is a group, denoted by Diff(M).
Note that a function f :M → R is differentiable if and only if for any (local)

chart x of M , the composition f ◦ x−1 is differentiable. The algebra of smooth
functions onM is denoted by C∞(M) and it is a subalgebra of C0(M):

C∞(M) ⊂ C0(M).

If φ :M → N is smooth, we have the pull-back homomorphism

φ∗ : C∞(N) → C∞(M), f 7→ f ◦ φ.

2.4.0.1 Exercises

1. Show that the exponential map

e : R → S1, θ 7→ (cos θ, sin θ)

is a smooth map. Show that it is a local diffeomorphism.
2. Show that the inclusion map Sn ↪→ Rn+1 is smooth.
3. Show that if φ :M → N and ψ : N → L are smooth maps, then

(ψ ◦ φ)∗ = φ∗ ◦ ψ∗ : C∞(L) → C∞(N) → C∞(M).

10From now on, a chart on a C∞ manifold M is a chart in the given differentiable structure
of M .
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4. Let φ :M → N be an arbitrary map between smooth manifolds. Let {Uα}
be an open cover of M such that the restriction map φ|Uα is smooth for
each α. Show that φ is smooth.
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2.5 Projective Spaces
2.5.1 Real Projective Spaces
The real projective space Pn := Pn(R) is, by definition, the space of all lines
in Rn+1 through the origin.11 Thus it is the quotient of Rn+1

∗ := Rn+1 − {0} by
the action of non zero scalars R∗ := R− {0}. Let

π̃ : Rn+1
∗ → Pn (2.3)

be the quotient map.12

To construct coordinate systems, let

[a1, . . . , an+1] := π(a1, . . . , an+1) ∈ Pn

be the line through the point (a1, . . . , an+1) ∈ Rn+1
∗ and the origin inRn+1. Now

for i = 1, . . . , n+ 1, let

Ui = {[a1, . . . , an+1] ∈ Pn | ai ̸= 0}.

Then {Ui : i = 1, . . . n+ 1} is an open cover of Pn and the coordinate systems

xi : Ui → Rn, [a1, . . . , an+1] 7→
(
a1
ai
, . . . ,

ai−1

ai
,
ai+1

ai
, . . . ,

an+1

ai

)
form a smooth atlas.

Note that each xi : Ui → Rn is a homeomorphism and

Pn − Un+1 = {[a1, . . . , an, 0] ∈ Pn} = Pn−1.

This is often denoted by
Pn = An ∪ Pn−1.

Thus Pn is an n-manifold.13

The restriction of the smooth map (2.3) to the unit sphere Sn ↪→ Rn+1
∗ is

surjective, and hence Pn is compact and connected. Since two antipodal points
in Sn maps to the same point in Pn, Pn is diffeomorphic to the quotient Sn/Z2.

We may regard Sn as the collection of oriented lines through the origin (or
the collection of all directions) in Rn+1. Then the quotient map

π : Sn → Pn

means that each line has two orientations.
11We may regard Pn as the set of equivalence classes of lines in Rn+1, where two lines are

equivalent if and only if they are parallel. For a vector space V , P(V ) denotes the set of all
1-dimensional subspaces in V . Thus Pn(R) = P(Rn+1). Note that P0 is a singleton.

12The angles between two lines define a metric topology on the projective space. Thus
projective spaces are Hausdorff spaces.

13An n-manifold is a manifold of dimension n.
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2.5.1.1 Exercises

1. Show that the map
S1 → S1, z 7→ z2

descends to a diffeomorphism P1 ≃ S1.

2. The dual projective n-space P∗n is the collection of all linear subspaces
of codimension 1 in Rn+1. Show that

Pn ≃ P∗n.

2.5.2 Complex Projective Spaces
The complex projective space Pn(C) is the space of all complex lines through
the origin in Cn+1. Thus Pn(C) = Cn+1

∗ /C∗, where Cn+1
∗ = Cn+1 − {0} and C∗

denotes the group of non zero complex numbers. If

π : Cn+1
∗ → Pn(C)

denotes the canonical projection, then the sphere

S2n+1 = {(z1, . . . , zn+1) ∈ Cn+1 : |z1|2 + · · ·+ |zn+1|2 = 1}

projects onto Pn(C) and hence Pn(C) is compact and connected. There is a
circle action on S2n+1 given by

eiθ : (z1, . . . , zn+1) 7→ (eiθz1, . . . , e
iθzn+1)

and hence
Pn(C) ≃ S2n+1/S1.

As before, the subsets

Ui := {[z1, . . . , zn+1] ∈ Pn(C) : zi ̸= 0}

are homeomorphic to Cn ≃ R2n, for each i = 1, . . . , n + 1, and hence Pn(C) is
a 2n-manifold(or a complex n-manifold).

P1(C) is also called the Riemann sphere.

2.5.2.1 Exercise

Note that S2 ⊂ R3 ≃ C× R. Show that the map

P1(C) → S2, [z1, z2] 7→
(

2z1z2
|z1|2 + |z2|2

,
|z1|2 − |z2|2

|z1|2 + |z2|2

)
is a diffeomorphism.



2.5. PROJECTIVE SPACES 31

2.5.3 Quaternion Projective Spaces
The quaternion projective space Pn(H) is the space of all quaternion lines
through the origin in Hn+1, where H = {a0 + a1i + a2j + a3k : a0, a1, a2, a3 ∈
R} = {z + wj : z, w ∈ C} is the ring of quaternions. It is a compact connected
manifold of dimension 4n. Since the quaternions are not commutative, we have
to fix either a right or a left action.

2.5.3.1 Exercise

Show that the P1(H) is diffeomorphic to S4.
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2.6 Products
The productM ×N of two smooth manifoldsM and N is a smooth manifold of
dimension n+m, where n = dimM and m = dimN .

If A is the maximal atlas ofM and B is the maximal atlas of N , then
A× B = {x× y | x ∈ A, y ∈ B}

defines the smooth structure onM ×N .
The projection maps

pr1 :M ×N →M, pr2 :M ×N → N

are smooth.
If L is a manifold, then a map φ : L→M ×N is smooth if and only if pri ◦φ

is smooth for i = 1, 2.

2.6.1 Tori
The n-dimensional torus

Tn := S1 × · · · × S1︸ ︷︷ ︸
n

is an n-dimensional compact connected manifold.

2.6.1.1

In [Nelson, p.33], the configuration space of a car moving on a plane is identified
with R2 × T2.

2.6.2 Polar Coordinates
The product

R+ × Sn−1

is a smooth n-manifold, where R+ is the space of positive real numbers. This
manifold has a global coordinate system

x : R+ × Sn−1 → Rn∗ ⊂ Rn, (r, z) 7→ rz.

where Rn∗ = Rn − {0}.
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2.6.3 Lines in the Plane
LetM be set of all oriented lines in R2. ThenM is diffeomorphic to the cylinder

R× S1 ≃M, (r, eiθ) 7→ x cos θ + y sin θ = r.

Now the map

α : R× S1 → R× S1, (r, eiθ) 7→ (−r,−eiθ)

is an involution, i.e., α2 = id, and the quotient

M̈ := (R× S1)/α

is the space of all (un-oriented) lines in the plane, which is diffeomorphic to the
Möbius band.

Note that each line in R2 × {1} ⊂ R3 defines a plane through the origin in
R3 and hence

P2 − {•}

is a Möbius band.
Rn × Sn −−−−→ (Rn × Sn)/Z2y y

Sn −−−−→
π

Pn
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2.7 Submanifolds of Euclidean Spaces
Let m,n be nonnegative integers. A subset M in Rm is a callled a (smooth)
submanifold of dimension n in Rm if for any point p ∈M , there exist
(i) an open neighborhoodW of p in Rm,
(ii) an open set V in Rn,
(iii) a C∞ map h : V →W ⊂ Rm such that h(V ) =W ∩M ,
which satisfies
(iv) h is an immersion, i.e., for any q ∈ V , the vectors

D1h(q) :=
∂h

∂x1
(q), . . . , Dnh(q) :=

∂h

∂xn
(q)

in Rm are linearly independent,14 and
(v) h is (one-to-one and) homeomorphic to its image.

h

W

R
m

R
nVM

H L

The homeomorphism h is called a local parametrization of M , and its in-
verse h−1 is a local coordinate system or a chart forM .
Theorem 2.7.0.1 A submanifold of a Euclidean space is a smooth manifold.

Proof. Since M is a second countable Hausdorff topological manifold, we
have to show that the coordinate transition maps are smooth. Let p ∈M and let
x, y are two coordinate maps in a neighborhood of p such that x−1 and y−1 are
smooth immersions. Since y−1 : Rn 99K Rm is smooth, for any projection map
π : Rm → Rn, the composition π ◦ y−1 is smooth.

Note that, from the inverse function theorem (or, inverse mapping theorem),
there exists a projection map π : Rm → Rn such that the map

π ◦ x−1 : Rn 99K Rm → Rn

is a local diffeomorphism at x(p). Thus the composition
x ◦ y−1 = (π ◦ x−1)−1 ◦ (π ◦ y−1)

14In other words, the Jacobian matrix of h at q has rank n. The map h which satisfies the
conditions (iv) and (v) is called an (smooth) embedding.
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is a local diffeomorphism at y(p). □

In fact, Whitney's embedding theorem says that every (abstract) second
countable manifold has an embedding in some Euclidean space.

2.7.1 Graphs
Let U be an open set in Rn and let f : U → R be smooth. Then the graph of f

Γ := {(x, y) ∈ U × R | f(x) = y} ⊂ Rn+1

is a smooth n-manifold, since the parametrization

h : U → Γ ⊂ Rn+1, t 7→ (t, f(t))

is a one-to-one smooth map such that the vectors

D1h(t), . . . , Dnh(t)

in Rn+1 are linearly independent for every t ∈ U ⊂ Rn, and its inverse (i.e., the
global coordinate system)

h−1 : Γ → U ↪→ Rn

is continuous, which is the restriction of the canonical projectionmap π : Rn+1 →
Rn.

Note that the inclusion
Γ ↪→ Rn+1

is smooth.

2.7.1.1 Exercise

If φ :M → N be a smooth map, then its graph

Γ := {(x, y) ∈M ×N | y = φ(x)} ⊂M ×N

is smooth manifold diffeomorphic toM , and the inclusion map Γ ↪→ M ×N is
smooth.

2.7.2 Regular Level Sets in a Euclidean space
Let U be an open set in Rn and let

f : U → R

be a smooth function such that for any p in the zero locus Z(f) of f , grad f(p) ̸=
0. (In this case, we say that the value 0 of f is a regular value of f .) Then Z(f)
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is a smooth hypersurface, i.e., a submanifold of codimension 1, because it s
locally a graph of a smooth map by the implicit function theorem.

Here is a concrete example. For a positive integer g, let

D1 := D1(p1, r1), . . . , Dg := D(pg, rg)

be disjoint closed disks inR2 centered at the points p1, . . . , pg with radii r1, . . . , rg,
respectively. Let D0 := D(p0, r0) be a closed disk in the plane which contains
the previous disks D1, . . . , Dg in its interior.

the region with f(x) ≥ 0

Let
f(x) := (r20 − |x − p0|2)(|x − p1|2 − r21) · · · (|x − pg|2 − r2g)

for x = (x, y) ∈ R2. Then
• f(x) > 0 if and only if x is in the interior of the large disc D0 and is in the

exterior of the small discs Dk for k = 1, . . . , g.
• f(x) < 0 if and only if either x is in the exterior of the disc D0 or in the

interior of one of the discs D1, . . . , Dg.
• f(x) = 0 if and only if x lies on one of the boundaries of D0, D1, . . . , Dg.

In this case grad f(x) ̸= 0.
Now let

F (x, y, z) := z2 − f(x, y) (x, y, z) ∈ R3.

Then 0 is a regular value of F and the zero-level set Z of F is a compact con-
nected orientable15 surface of genus g.

15cf. (3.6.2), (6.1.4.2)
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2.8 Partial Derivatives

Let x = (x1, . . . , xn) be a coordinate system at a point p of a manifold M , and
let f be a smooth function defined on M (or defined in an open neighborhood
of p).

x

Then the (ordinary) i-th partial derivative of the function f ◦ x−1 (defined on
an open subset of Rn) at a point x(p) is denoted by

∂f

∂xi
(p),

∂f

∂xi

∣∣∣∣
p

, or ∂

∂xi

∣∣∣∣
p

f

for i = 1, 2, . . . , n. Thus if e1, . . . , en denotes the standard basis for Rn and
ci(t) := x−1(x(p) + tei) is the i-th coordinate curves, for t ∈ R with small |t|,
then

∂f

∂xi
(p) = Di(f ◦ x−1)(x(p)) =

d

dt

∣∣∣∣
0

(f ◦ x−1)(x(p) + tei) =
d

dt

∣∣∣∣
0

f(ci(t)).

For instance,
∂xi

∂xj
(p) = δij :=

{
1 (i = j)

0 (i ̸= 0).

If y = (y1, . . . , yn) is another coordinate system at p, then the chain rule says
that

∂f

∂yj

∣∣∣∣
p

=

n∑
i=1

∂f

∂xi

∣∣∣∣
p

∂xi

∂yj

∣∣∣∣
p

(j = 1, . . . , n).

Note that the matrices
(
∂xi

∂yj

∣∣∣
p

)
and

(
∂yi

∂xj

∣∣∣
p

)
are the inverses of each other.
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2.8.1 Polar Coordinates
InR2, let (x, y) be the standard “identity coordinate system”. LetR2

∗ := R2−{0}.
Then the polar coordinate system on R2

∗ is a partial map
u := (r, θ) : R2

∗ 99K R+ × R

such that ϵ ◦ u(z) = (|z|, z/|z|), where ϵ(a, t) = (a, eit).
R+ × R

R2
∗ ≃

-
.......
.......
.......
.......
..

u
-

R+ × S1

ϵ

?

Now we have a relation between the functions on R2
∗:

x = r cos θ, y = r sin θ.

Then we have 
∂

∂r
= cos θ ∂

∂x
+ sin θ ∂

∂y

∂

∂θ
= r

(
− sin θ ∂

∂x
+ cos θ ∂

∂y

)
.

(2.4)

¶

¶x

¶

¶y

¶

¶r

¶

¶Θ

Although the function θ is not globally defined (as a continuous function) on
R2

∗, ∂
∂θ is globally defined.

2.8.2 Chain Rule
Let φ : M → N be a smooth map and let g : N → R be a smooth function. Let
x = (x1, . . . , xn) be a chart at a point p ofM , and let y = (y1, . . . , ym) be a chart
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at φ(p) of N . Then

∂(g ◦ φ)
∂xj

∣∣∣∣
p

=

m∑
i=1

∂g

∂yi

∣∣∣∣
φ(p)

∂φi

∂xj

∣∣∣∣
p

,

where φi := yi ◦ φ.

2.8.3 Rank of a map
If φ :M → N is a smooth map between manifolds, x = (x1, . . . , xn) is a coordi-
nate system at p ∈ M , y = (y1, . . . , ym) is a coordinate system at φ(p) ∈ N and
φi = yi ◦ φ, then the rank of the matrix(

∂φi

∂xj
(p)

)
is independent of the choice of the chart x and y, and hence we get a notion of
rank of a smooth map. The rank of φ at a point p will be denoted by rankφ(p).
We have the map

rankφ :M → Z.

Note that given a point p ∈M , there exists a neighborhood U of p such that for
any q ∈ U ,

rankφ(q) ≥ rankφ(p).

Thus rankφ is lower semi-continuous.16

2.8.4 Exercises
1. (Spherical Coordinates) In R3, let (x, y, z) be the identity coordinates.

Then the spherical coordinates (ρ, ϕ, θ) are given by
ρ =

√
x2 + y2 + z2

cosϕ = z√
x2+y2+z2

tan θ = y
x

Determine a region where (ρ, ϕ, θ) becomes a diffeomorphism. Compute
( ∂∂ρ ,

∂
∂ϕ ,

∂
∂θ ) in terms of ( ∂∂x , ∂∂y , ∂∂z ).

2. Let k be a real number and let f be a real valued C1 function defined on
Rn − {0} such that

f(tx) = tkf(x)

for any positive real number t and x ∈ Rn − {0}.
16A map f from a topological space M to R is lower semi-continuous if for any t ∈ R, the

set {p ∈ M | f(p) ≤ t} is closed (or, equivalently, the set {p ∈ M | f(p) > t} is open) in M .
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(a) Show that if t > 0, then ∂f
∂xi (tx) = tk−1 ∂f

∂xi (x) for all i = 1, . . . , n.
(b) Show Euler's identity

x1
∂f

∂x1
+ · · ·+ xn

∂f

∂xn
= kf.

(c) For (y2, . . . , yn) ∈ Rn−1, let

f1(y
2, . . . , yn) := f(1, y2, . . . , yn).

Show that if f1(p) = 0 for some p ∈ Rn−1, then(
∂f

∂x1
, . . . ,

∂f

∂xn

)
(1, p) = 0

if and only if (
∂f1
∂y2

, . . . ,
∂f1
∂yn

)
(p) = 0.

2.8.5 Immersions and submersions
Let φ :M → N be a smooth map. Then φ is called
(i) an immersion17 at p ∈ M , if rankφ(p) = dimM , or equivalently, the

vectors 
∂φ1

∂x1 (p)
...

∂φm

∂x1 (p)

 , . . . ,


∂φ1

∂xn (p)
...

∂φm

∂xn (p)


are linearly independent, for any (or for some) local coordinate systems
x = (x1, . . . , xn) at p inM and y = (y1, . . . , ym) at φ(p) in N .

(ii) a submersion18 at p ∈M , if rankφ(p) = dimN , i.e., the vectors(
∂φ1

∂x1
(p), . . . ,

∂φ1

∂xn
(p)

)
, . . . ,

(
∂φm

∂x1
(p), . . . ,

∂φm

∂xn
(p)

)
are linearly independent, with respect to some (or any) local coordinate
systems x = (x1, . . . , xn) forM and y = (y1, . . . , ym) for N .

(iii) étale at p ∈M , if rankφ(p) = dimM = dimN ,
(iv) an embedding if φ is an immersion (at every point ofM) and homeomor-

phic to its image.
17We will see soon that an immersion is a map whose derivative is injective at the given

point.
18We will see soon that a submersion is a map whose derivative is surjective at the given

point.
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immersion, one-to-one immersion, embedding

A skew (or irrational) line immersed in a torus

Note that ifφ is an immersion (resp. submersion) at p, then it is an immersion
(resp. submersion) in a neighborhood of p.
Theorem 2.8.5.1 (Inverse Function Theorem) If φ : M → N is étale at
p, then φ is a local diffeomorphism at p.

Theorem 2.8.5.2 (Implicit Function Theorem) Let φ : M × N → L be
C∞, (p, q) ∈M ×N and r = φ(p, q). If

φp : N → L, y 7→ φ(p, y)

is étale at y = q,19 then there exist a neighborhood Up of p in M , a neighborhood
Vq of q in N , and a C∞ map ψ : Up → Vq such that, for (x, y) ∈ Up × Vq,
φ(x, y) = r if and only if y = ψ(x).

j

p

q r

M

N

L

@ D

@
D

M ´ N

19Thus we must have dimN = dimL.
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The following theorem may be found in many standard texts.
Theorem 2.8.5.3 (Rank Theorem) Let φ : Rm → Rn be a C∞ map with
φ(0) = 0. If rank(φ, 0) = k, then there exist a chart x centered 20 at 0 ∈ Rm
and a chart y centered at 0 ∈ Rn such that

yi ◦ φ(x1, . . . , xm) = xi for 1 ≤ i ≤ k.

If rankφ = k in a neighborhood of 0 ∈ Rm, then we can further assume that

yj ◦ φ(x1, . . . , xm) = 0 for k < j ≤ n.

2.8.6 Exercises
1. (Steiner’s Roman Surface) Show that the map

f : P2 → R4, (x : y : z) 7→ (yz, zx, xz, x2 + 2y2 + 3y2)/(x2 + y2 + z2)

is an embedding.
2. An immersion is locally an embedding.
3. If φ : M → N is a one-to-one immersion and U is a relatively compact21

open subset ofM , then the restriction map
φ ↾ U → N

is an embedding.
4. A closed22 one-to-one immersion is an embedding.
5. Show that a continuous map from a compact space into a Hausdorff space

is a closed map.
6. A map f : M → N is said to be proper if the preimage of a compact set

is compact. Show that a continuous proper map from a topological space
into a manifold is a closed map.

7. Show that submersions are open maps.
8. Let f1, . . . , fk :M → R be smooth functions such that rank(f1, . . . , fk) = k

at some point p ∈M . Show that there exist smooth functions fk+1, . . . , fn :
M → R such that (f1, . . . , fk, fk+1, . . . , fn) is a coordinate system in a
neighborhood of p.

9. Let L,M,N be smooth manifolds, and let g :M → N an immersion. Show
that if f : L→M is a continuous map such that g ◦ f : L→ N is smooth,
then f is smooth.

20A chart x at p is said to be centered at p if x(p) = 0.
21A subset of a topological space is relatively compact if its closure is compact.
22A map is closed if the image of a closed set is closed.
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2.9 Submanifolds
Theorem 2.9.0.1 Let S be a subset of an n-manifold M , and let k be a positive
integer less than or equal to n. Then for any p ∈ S, the following three conditions
are equivalent:

(i) there exists an open neighborhood U (in M) such that S∩U is the common
zero set of some smooth functions f1, . . . , fk on U with rank(f1, . . . , fk) ≡
k.

(ii) there exists an open neighborhood U of p in M and a coordinate system
x : U → Rn such that

x(U ∩ S) = x(U) ∩ Rn−k.

(iii) there exists an open neighborhood U of p in M , an open set V in Rn−k,
and a homeomorphism h : V → U ∩ S such that the map

h : V → U ∩ S ↪→ U

is an immersion.

M

S

®

R
k

R
n-k

®

R
n-k

A subset S of an n-manifold M satisfying one of the above equivalent con-
ditions is called a (regular or embedded) submanifold23 of M of codimension
k.

Submanifolds of codimension 1 are called hypersufaces.
Submanifolds of codimension n are discrete subsets.
Open subsets on a manifold are submanifolds of codimension 0.

A submanifold S of an n-manifoldM of codimension k is a (smooth) mani-
fold of dimension n − k. There exists a canonical differentiable structure on S.
For instance, in the case of (i) in the above theorem, implicit function theorem
supplies the charts.

Submanifolds are always assumed to be equipped with this differentiable
structure. Note that the inclusion map

inc : S ↪→M
23Sometimes one-to-one immersions are called submanifolds. This convention is suitable

for the Frobenius theorem for involutive distributions, and for the Lie Theory. Note that an
immersion is locally an embedding. For other types of submanifolds see [Sharpe] or [Jeffrey
Lee].
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is C∞. The differentiable structure on S is the unique differentiable structure
satisfying the following property: For any smooth manifold N , a map φ : N → S
is smooth if and only if the composition

inc ◦φ : N → S ↪→M

is smooth.

2.9.0.2 Closed submanifolds

A submanifold S ofM is proper if the inclusion map (2.9) is proper. A subman-
ifold is proper if and only if it is a closed submanifold.

Note that if we replace the condition `for any p ∈ S' in the theorem 2.9.0.1
with `for any p ∈M', then we have a closed submanifold.

2.9.0.3 Exercises

1. Submanifolds are locally closed.24

2. Show that Sn is a submanifold of Rn+1. The differentiable structure as a
submanifold coincides with the standard one.

3. Show that M := {(x, y) ∈ R2 | x4 + y6 = 1} is diffeomorphic to the unit
circle S1.

4. Show that the manifold given by x2 + y4 + z6 = 1 is diffeomorphic to the
sphere given by x2 + y2 + z2 = 1 in R3.

5. Let p be a point in a C∞ manifold M . Take an open neighborhood U of p
and a diffeomorphism φ : U → Rn such that φ(p) = 0. Replace U with

R̂n := {(x, y) ∈ Rn × P(Rn) : x ∈ y}.

This way, by gluing R̂n to M − {p}, we obtain a new manifold M̂ , called
the blowing up of M at p. Discuss a differentiable structure on M̂ . Show
that the choice of φ and p does not alter the smooth structure (up to dif-
feomorphism) ifM is connected.

2.10 Regular Values and Critical Values
Let φ : M → N be a smooth map. A point p ∈ M is called a critical point of φ
if rankφ(p) < dimN . Otherwise, p is called a regular point of φ.

24A subset S of a topological space X is said to be locally closed at p ∈ S if there is a
neighborhood U of p in X such that S ∩ U is a closed subset of U . S is said to be locally
closed in X if it is locally closed at each p ∈ S. It is easy to see that S ⊂ X is locally closed
if and only if S is the intersection of an open subset and a closed subset of X if and only if S
is open in its closure S in X.
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Thus p is a regular point of φ if and only if φ is a submersion at p.
The image of a critical point is called a critical value.
A point q in N is called a regular value of φ if it is not a critical value of φ.

In particular, if q is not in the image of φ, then it is a regular value of φ.

Theorem 2.10.0.1 (Regular Value Theorem) Let q be a regular value of
a map φ :M → N . Then φ−1(q) is a submanifold of M of codimension dimN ,
unless it is empty.

Theorem 2.10.0.2 (Constant Rank Theorem) If a smooth map φ : M →
N has the constant rank k, then each level set of φ is a submanifold of M of
codimension k.

2.10.0.3 A cubic plane curve

Given real numbers a and b, consider the polynomial

f(x) := x3 + ax+ b.

Note that f(x) has a multiple root if and only if 4a3 + 27b2 = 0. We will assume
that

4a3 + 27b2 ̸= 0.

Then
f(x0) = 0 ⇒ f ′(x0) ̸= 0.

On R2 consider the function

F (x, y) = f(x)− y2.

Then the zero set E := {(x, y) ∈ R2 | F (x, y) = 0} is a smooth curve in R2.

a=-3, b= 2 a=-3, b= 2.1a=-3, b= 1.9

Cuves y2 = x3 + ax+ b

2.10.0.4 Exercise

Given real numbers a, b, c, find the critical points of the map

f : S2 → R, (x, y, z) 7→ ax2 + by2 + cz2.
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2.11 Lie groups
A smooth manifold G together with a group structure is called a Lie group if the
multiplication map

µ : G×G→ G, (g1g2) 7→ g1g2

is smooth.25

Sophus Lie (1842−1899)
25A topological space G together with a group structure is a topological group if the multi-

plication map and the inversion map

µ : G×G → G, ι : G → G

are both continuous. The 5-th Hilbert problem was the following: Is any locally Euclidean
topological group admits a smooth structure? This problem was answered affirmatively: Any
locally Euclidean topological group admits a unique smooth structure for which the multi-
plication map is smooth. Moreover, any continuous group homomorphism between two Lie
groups is smooth.
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Note that for a, b ∈ G, the left and right multiplication maps

La : G→ G, g 7→ ag, Rb : G→ G, g 7→ gb

are commuting diffeomorphisms of G. Note that

Lab = La ◦ Lb, Rab = Rb ◦Ra

for any a, b ∈ G.

Theorem 2.11.0.1 For a Lie group G, the inversion map

i : G→ G, i(g) = g−1

is a diffeomorphism.

Proof. Since the left (and right) multiplication maps are smooth, it suffices to
show that i is smooth on a neighborhood of the identity element e of G.26

Consider the set

S := {(x, y) ∈ G×G | xy = e}.

Then (e, e) ∈ S. The ‘derivative ’ (or the Jacobian matrix with respect to a chart)
of the identity map

G ↪→ G×G
µ→ G, y 7→ (e, y) 7→ µ(e, y) = y

at the identity element e is invertible and hence by the implicit function theorem,
there exist open neighborhoods U and V of e such that the inversion i : U → V
is smooth. □

A map between two Lie groups is called a Lie group homomorphism if it is a
smooth group homomorphism.

2.11.1 Examples
2.11.1.1 General Linear Groups

Let gl(n,R) =∏nRn := Rn × · · · × Rn︸ ︷︷ ︸
n

be the vector space of n×n real matrices.

Then the map
det : gl(n,R) → R (2.5)

is obviously C∞. The general linear group

GL(n,R) := {A ∈ gl(n,R) | detA ̸= 0}
26For any a ∈ G, i = Ra ◦ i ◦ La = La ◦ i ◦Ra.
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of rank n is an open subset of gl(n,R) and hence is a C∞ manifold. The multi-
plication map

µ : GL(n,R)× GL(n,R) → GL(n,R), (X,Y ) 7→ XY

is obviously C∞ and hence GL(n,R) is a Lie group.
The general linear group GL(n,R) has two components. The identity com-

ponent, i.e., the component containing the identity element, consists of matrices
with positive determinants.

2.11.1.2 Special Linear Groups

Nowwe compute the derivative of the determinantmap (2.5) atA = (a1, . . . , an) ∈
Rn × · · · × Rn in the direction B = (b1, . . . , bn) ∈ Rn × · · · × Rn;

DB det(A) := d
dt

∣∣
0

det(A+ tB) = d
dt

∣∣
0

det(a1 + tb1, . . . , an + tbn)

= det(b1, a2, . . . , an) + det(a1, b2, a3, . . . , an) + · · ·+ det(a1, . . . , an−1, bn).

If A = (e1, . . . , en) = 1n, the identity matrix, then DB det(1n) = tr(B), i.e.,
D det(1n) = tr : gl(n,R) → R.

Thus the determinant map (2.5) is regular at 1n.
If A is any point in GL(n,R), then

DB det(A) =
d

dt

∣∣∣∣
0

det(A+ tB) =
d

dt

∣∣∣∣
0

det(1n + tBA−1) · detA

= tr(BA−1) · detA.

Thus any nonsingular matrix is a regular point of det. (In fact, f : G → H is a
group homomorphism, then Lf(g) ◦ f ◦ Lg for any g ∈ G, Thus if f is smooth at
the identity element, then f is smooth everywhere.)

Now 0 ∈ R is the only critical value of det and hence the special linear group
SL(n,R) := det −1(1)

of rank n is a submanifold of GL(n,R).
The multiplication map

SL(n,R)× SL(n,R) → SL(n,R)

is smooth, since we have a commutative diagram
SL(n,R)× SL(n,R) −−−−→ SL(n,R)y y
GL(n,R)× GL(n,R) −−−−→

µ
GL(n,R)

Thus SL(n,R) is a Lie group of dimension n2 − 1.
Special linear groups are connected.
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Exercise. Let
H :=

{(
cosh t sinh t
sinh t cosh t

)∣∣∣∣ t ∈ R
}
.

Show that H is a subgroup of SL(2,R) isomorphic to R.

2.11.1.3 Orthogonal Groups

We now show that the orthogonal group27

O(n) := {A ∈ gl(n,R) : AtA = 1n}

is a Lie group of dimension 1
2 (n− 1)n.

For this, define a map

f : gl(n,R) → Sym(n,R) := {A ∈ gl(n,R) | At = A}

by f(A) = AtA. Then Sym(n,R) is a linear space of dimension n(n+1)
2 and

DBf(A) =
d

dt

∣∣∣∣
0

f(A+ tB) = BtA+AtB.

If A ∈ O(n), then
Df(A) : gl(n,R) → Sym(n,R)

is surjective, for if C ∈ Sym(n,R), then with B = 1
2AC

DBf(A) = BtA+AtB =
1

2
{(AC)tA+At(AC)} = C.

Thus A ∈ O(n) is regular and hence O(n) = f−1(1n) is a C∞ submanifold of
gl(n,R) of dimension n2 − n(n+1)

2 = n(n−1)
2 . The multiplication map is C∞ as

before and hence O(n) is a Lie group. Since O(n) ⊂ Sn−1 × · · · × Sn−1, O(n) is
compact.

Orthogonal group O(n) has two components. the special orthogonal group

SO(n) := O(n) ∩ SL(n,R)

is the identity component.

2.11.2 Exercises
1. Show that for any x ∈Mn(R),

det(ex) = etr x.

Is this identity also true for complex square matrices?
27At denotes the transpose of A.
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2. Show that the derivative of the determinant map det : gl(n,R) → R at
matrix A in the direction V is

tr(V Adj(A)),

where Adj(A) denotes the adjoint matrix of A.
3. Find the derivative of the inverse map i : GL(n,R) → GL(n,R) at a point

A ∈ GL(n,R) in the direction V ∈ gl(n,R).
4. [Tau2] Note that the space of 2× 2 real matrices is isomorphic to R2×R2:

f : R2 × R2 ≃ M2(R), ((x, y), (u, v)) 7→
(
x −y
y x

)
+

(
−u v
v u

)
.

Then f(x, y, u, v) is of determinant 1 if and only if x2 + y2 = u2 + v2 + 1.
Show that SL(2,R) is diffeomorphic to S1 × R2.

5. Show that the general linear groups
GL(n,C), GL(n,H)

are all Lie groups.
6. For a complex matrix X, let X∗ be the conjugate-transpose of X. Show

that the unitary group
U(n) := {X ∈ Mn(C) | X∗X = 1n}

is a Lie group of dimension n2, and the special unitary group
SU(n) := U(n) ∩ SL(n,C)

is a Lie groups of dimension n2 − 1.
7. For a quaternion matrix X, let X∗ be the conjugate-transpose of X. Show

that the (compact) symplectic group
Sp(n) := {X ∈ Mn(H) | X∗X = 1n}

is a Lie group of dimension 2n2 + n.
8. Show that S3 is diffeomorphic to SU(2).
9. Show that SO(3), the group of rotations in R3, is diffeomorphic to the

projective 3-space P3(R).
10. On S3 × S3, consider the identification (x, y) ∼ (−x,−y). Show that the

quotient space (S3 × S3)/ ∼ is diffeomorphic to SO(4).
11. For a Lie groupG, letG◦ denote the component ofG containing the neutral

element e ∈ G. Show that G◦ is a normal subgroup of G and G/G◦ is a
discrete Lie group.
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2.11.3 Lie Subgroups
Let G be a Lie group. An abstract subgroup H of G is called a Lie subgroup of
G if there exists a topology and a smooth structure such that the inclusion map
H ↪→ G is an immersion and multiplication map H ×H → H is smooth.

Note that once a topology on H is fixed, there exists at most one smooth
structure on H.

IfH is an abstract subgroup ofG and is an embedded submanifold ofG, then
H is a Lie subgroup. In this case, H is called an embedded Lie subgroup of G.

2.11.4 Closed Subgroups
Note that any embedded Lie subgroup of a Lie group is a closed subset.

Theorem 2.11.4.1 (Cartan, von Neumann) Let H be a closed subgroup
of a Lie group G. Then

(i) H is a submanifold of G, and is a properly embedded Lie subgroup of G.

(ii) The quotient space G/H (of left cosets of H in G) has a unique smooth
structure such that for any smooth manifold N , a map φ : G/H → N is
smooth if and only if the composition φ ◦ π : G → G/H → N is smooth,
where π : G→ G/H is the quotient map.

(iii) There is a canonical left action of G on G/H.

2.11.5 Action
Given a smoothmanifoldM , letDiff(M) be the group of all self-diffeomorphisms
ofM .

An action (or a left action) of a Lie group G on a smooth manifold M is a
group homomorphism

ρ : G→ Diff(M)

such that the induced map

G×M →M, (g, p) 7→ (ρ(g))(p) =: gp

is smooth.
Given an action of G onM , and a point p inM , by definition,
• the orbit of p is

Orb(p) := {gp | g ∈ G} ⊂M

• the stabilizer (or isotropy group) of p is

Gp := {g ∈ G | gp = p},

which is a closed subgroup of G.
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An action of G on a manifoldM is said to be proper if the map
G×M →M ×M, (g,m) 7→ (gm,m)

is a proper map.28

Proposition 2.11.5.1 An action µ : G ×M → M is proper if and only if for
any compact subset K of M

GK := {g ∈ G | gK ∩K ̸= ∅}

is compact. In this case, for any point p in M , the isotropy group Gp := {g ∈
G | gp = p} is compact.

Note that any action of a compact group is proper.
IfG is discrete, then an action is proper if and only if for any points p and q in

M , there exist neighborhoods U of p and V of q such that {g ∈ G | gU ∩V ̸= ∅}
is finite [Jeffrey Lee, p. 231].
Theorem 2.11.5.2 Let G be a Lie group which acts on a smooth manifold M
smoothly. If the action is free and proper, then there exists a unique smooth
structure on the orbit space G\M such that the map π : M → G\M is a
submersion. In this case, π is a fiber bundle map with the fiber G.

For a proof, cf. [Jeffrey Lee, p.236], [Dieudonné, 16.10.3], [Gallier].
Theorem 2.11.5.3 Let G be a discrete group of diffeomorphisms on a smooth
manifold M . If the action is free and proper, then there exists a unique smooth
structure on the orbit space G\M such that the map π : M → G\M is a
covering map.

cf. [Gallot et al., p.30] or [Thurston, p.155].

A smooth action ofG onM is properly discontinuous if for any p inM , there
exists a neighborhood U of p such that U ∩ gU = ∅ for any nontrivial g ∈ G [do
Carmo]. Such an action is free.
Theorem 2.11.5.4 If G acts on M properly discontinuously, then The quotient
G\M is a (Hausdorff paracompact smooth) manifold and the map M → G\M
is a regular covering.

2.11.6 Homogeneous spaces
The action is said to be transitive if for any pair (p, q) of points in M , there
exists g ∈ G such that gp = q. Thus the action is transitive if and only if the orbit
of a point is the whole space. In this case,M is said to be homogeneous.29

28In particular, the action map G×M → M is proper.
29Though this notion is much older, the term has been coined by Elie Cartan [Freudenthal],

[Cartan, 1894].
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Theorem 2.11.6.1 Let G be a Lie group, which acts transitively on M . Then
there exists a G-equivariant diffeomorphism

M ≃ G/H

for some closed subgroup H of G.
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2.12 Covering Spaces
An action G onM is said to be proper if the map

G×M →M ×M, (g, p) 7→ (gp, p)

is proper.
An action G onM is free if the isotropy group Gp is trivial for any p ∈M .

Theorem 2.12.0.1 IfG is a discrete group acting smoothly, freely and properly
on a smooth manifold M , then the quotient map

π :M →M/G

is a covering map and M/G has a unique smooth structure such that π is
smooth.

2.12.0.2 Tori

Consider the integral lattice Zn in Rn. Then the quotient space Rn/Zn is home-
omorphic to Tn. In fact the continuous, open, surjective group homomorphism

Rn → Tn, (r1, . . . , rn) 7→ (exp(2πir1), . . . , exp(2πirn))

has the kernel Zn which induces a homeomorphism
Rn/Zn ≃ Tn.

2.12.0.3 Lens Spaces

Note that the odd-dimensional sphere S2n−1 may be regarded as the unit sphere
in Cn:

S2n−1 = {(z1, . . . , zn) | |z1|2 + · · ·+ |zn|2 = 1}.
Let q be an integer bigger than 1,

ω := e2πi/q

and let p1, . . . , pn be positive integers relatively prime to q. Consider the map
f : S2n−1 → S2n−1, (z1, . . . , zn) 7→ (ωp1z1, . . . , ω

pnzn) .

Then
fq = id

and for each i ∈ {1, . . . , q−1}, f i has no fixed points. Thus we have a free action
of the cyclic group (f) on S2n−1 and the quotient space

L(q : p1, . . . , pn) := S2n−1/(f)

is called a lens space.
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2.13 Stiefel Manifolds
For integers k and n such that 1 ≤ k ≤ n, an ordered k-tuple v := (v1, . . . , vk) of
pairwise orthogonal unit vectors in Rn is called an orthonormal k-frame on Rn.
The Stiefel manifold30 S(n, k) is the set of all orthonormal k-frames in Rn. We
may regard S(n, k) as a subspace of Mn,k, the space of all n × k real matrices.
Thus

S(n, k) = {v ∈Mn,k | vtv = 1k},

where 1k is the k×k identity matrix. Thus Stiefel manifolds are compact spaces.
Note that S(1, n) is the (n − 1)-sphere Sn−1, and S(n, n) is the orthogonal

group O(n).
Let Symk be the space of all symmetric k× k real matrices. Then the deriva-

tive of the map
f :Mn,k → Symk, v 7→ vtv − 1k

at v ∈Mn,k is
dfv(w) = vtw + wtv (w ∈Mn,k).

Thus if v ∈ S(n, k), then for any symmetric k × k matrix s, w := 1
2vs ∈ Mn,k is

a solution of the equation
dfv(w) = s.

Thus S(n, k) is the regular zero level of f , and hence it is a smooth submanifold
manifoldMn,k of dimension nk − 1

2k(k + 1).

30Eduard Stiefel, 1909–1978. A Swiss mathematician.
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2.14 Grassman Manifolds
Let V be a finite dimensional real vector space and let Grass k(V ) be the set of all
k dimensional subspaces of V . There is a canonical injection of Grass k(V ) into
P(∧kV ), the space of 1-dimensional subspaces of ∧kV , the k-th exterior power31

of V . Then there is a unique differentiable structure on Grass k(V ) such that a
function on ∧kV is differentiable if and only if its pull-back to Grass k(V ) is
differentiable.32

31Readers may consult the appendix for the exterior powers.
32Hermann Günther Grassmann(1809–1877)
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2.15 Existence of Smooth Functions
By a function we mean a real valued map. The set

C∞(M)

of smooth functions on a manifoldM is a commutative algebra over R.33

IfMα's are connected components ofM , then

C∞(M) =
∏
α

C∞(Mα).

If U is an open subset of M , the restriction f ↾ U of f ∈ C∞(M) to U is a
smooth function on U :34

rst : C∞(M) → C∞(U).

This map is neither injective nor surjective, in general.

Observation 2.15.0.1 Let {Uα}α∈A be an open cover of M . If {fα} is a family
of functions with fα ∈ C∞(Uα) for each index α ∈ A such that

fα ↾ (Uα ∩ Uβ) = fβ ↾ (Uα ∩ Uβ) (α, β ∈ A),

then there exists a unique f ∈ C∞(M) with f ↾ Uα = fα for any index α.

2.15.0.2 Functions with compact support

Let
C∞
c (M)

be the subalgebra of C∞(M) consisting of functions with compact support. IfM
is compact, then C∞

c (M) = C∞(M).
If a smooth map φ : M → N is proper, then the pull-back map induces a

homomorphism
φ∗ : C∞

c (N) → C∞
c (M).

Observation 2.15.0.3 For any open set U in M , there is a canonical inclusion

C∞
c (U) ↪→ C∞

c (M)

by extending trivially. Its image consists of functions on M whose support is
compact and contained in U .

33Eventually, we will concern modules over C∞(M).
34If U = ∅, then C∞(∅) := {0}.
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2.15.1 Bump functions
A bump function for sets K ⊂ U ⊂M is a function f ∈ C∞(M) such that

0 ≤ f(x) ≤ 1, f ↾ K ≡ 1, supp f ⊂ U.

If K = U =M , then the bump function is the constant 1 function.

Theorem 2.15.1.1 Given a manifold M , let K be a closed subset of M , and
let U be an open neighborhood of K. Then there exists a bump function f for
K ⊂ U ⊂M .

We will prove the theorem in various steps.
First note that the function ρ : R → R defined by

ρ(x) :=

{
0 if x ≤ 0

e−1/x if x > 0

is a C∞ function.

1

1

1

Figure: y = ρ(x) and y = ρ̃(x)

Now the function
ρ̃(x) :=

ρ(x)

ρ(x) + ρ(1− x)

is an increasing function with

ρ̃(x) =

{
0 if x ≤ 0

1 if x ≥ 1.

Now if R > 1, then the function

f(x) := ρ̃(x)ρ̃(R+ 1− x)

is a bump function which is identically equal to 1 on the interval [1, R] with the
support [0, R+ 1].

Lemma 2.15.1.2 For any real numbers r and R with 0 < r < R, there exists
a bump functionn f : R → R for [−r, r] ⊂ (−R,R) ⊂ R.
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Let Bn(ρ) be the open ball in Rn centered at the origin with radius ρ and let
B̄n(ρ) be its closure.
Lemma 2.15.1.3 For any real numbers r and R with 0 < r < R, there exists
a bump functionn f : Rn → R for B̄n(r) ⊂ Bn(R) ⊂ Rn.

Proof of (2.15.1.1). Without loss of generality, we may assume that M is
connected.

(Case 1.) Suppose K is compact.
For each point p ∈ U , there exist an open neighborhood Up of p such that

Up ⊂ U and a bump function fp ∈ C∞(M) for Up ⊂ U ⊂M .
Since K is compact, there exists a finite number of points, say p1, . . . , pl of

K such that {Up1 , . . . , Upl} covers K. Now let
f = 1− (1− fp1) · · · (1− fpl).

Then f ∈ C∞(M) and
0 ≤ f ≤ 1, f ↾ K = 1, supp f ⊂ U.

Thus f is a bump function for K ⊂ U ⊂M .
(Case 2.) Now suppose K is non-compact.
Since we are assuming thatM is connected, there exists a compact exhaus-

tion (Ki)i=1,2,... of M . Then there exists a bump function fi ∈ C∞(M) with
respect to the subsets

(Ki+1−
o

Ki) ∩K ⊂ (
o

Ki+2 −Ki−1) ∩ U

for i = 1, 2. . . . , where K0 := ∅. Then

f := 1−
∞∏
i=1

(1− fi)

is the desired bump function. □

Corollary 2.15.1.4 Let U be an open neighborhood of a point p in a smooth
manifold M and let F : U → N be a C∞ map. Then there exist an open
neighborhood V of p in U and a C∞ map F̃ :M → N such that F ↾ V = F̃ ↾ V .
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Proof. We give two proofs. First, take a diffeomorphism x : V → Rn, where
V is an open neighborhood of p such that V̄ ⊂ U . Then there exists a bump
function ρ :M → R for V supported in U . Now

x̃ :=

{
ρ x on U
0 onM − supp ρ

is a smooth map ofM into Rn. Then

F̃ := F ◦ x−1 ◦ x̃ :M → Rn → U → N

is a smooth map such that F̃ ↾= F ↾ V .
Here is another proof. Let y :W → Rm be a diffeomorphism, whereW is an

open neighborhood of F (p) in N . Then we have a smooth map

y ◦ F : F−1(W ) ∩ U → Rm.

Then there exists a smooth map G :M → Rm which is identically equal to y ◦F
in a neighborhood V of p. Now F̃ := y−1 ◦G is the desired map. □

2.15.2 Whitney Embedding Theorem
Theorem 2.15.2.1 (Whitney, 1936, 1944) Any n-manifold can be embed-
ded in R2n.

For simplicity,35 we will show that any compact manifold M has an embed-
ding into some RN . Let p ∈ M and let U be an open neighborhood of p with a
diffeomorphism x : U → Rn. Take a C∞ function ρ : M → R with supp ρ ⊂ U
and ρ ≡ 1 in a small neighborhood of p. Then the map36

x̃ =

{
ρ x on U
0 onM − supp ρ

is a C∞ map of M into Rn, which is a local diffeomorphism in a neighborhood
of p.

Since M is compact, there exist a finite number of points p1, . . . , pk in M
and C∞ maps x̃1, . . . , x̃k : M → Rn such that each x̃i is a local diffeomorphism
in a neighborhood Vi of pi, for i = 1, . . . , k, and V1 ∪ · · · ∪ Vk = M . Shrink37

{V1, . . . , Vk} to open sets {W1, . . . ,Wk} so that

W 1 ⊂ V1, . . . , W k ⊂ Vk, M =W1 ∪ · · · ∪Wk.

35For the detail, see [Boothby], [Bröcker and K. Jänich], [Hirsh] or [Munkers (1966), p.18].
36Note the inclusion C∞

c (U,Rn) ↪→ C∞(M,Rn).
37Compact Hausdorff spaces are normal.
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Now take bump functions ρ1, . . . , ρk onM with supp ρi ⊂ Vi and ρi ↾Wi = 1.
Then the map

φ := (ρ1, . . . , ρk, x̃1, . . . , x̃k) :M → Rk × Rn × · · · × Rn = Rk+kn

is a desired C∞ map.
To check that φ is one-to-one, suppose φ(p) = φ(q) for some p, q ∈M . Since

p ∈ Wi ⊂ Vi for some i, 1 = ρi(p) = ρi(q). Thus q ∈ Vi. Thus x̃i(p) = x̃i(q) and
hence p = q.

The map φ is clearly an immersion.
SinceM is compact, φ is an embedding. □

In fact, John Forbes Nash (1928−2015) proved (1954, 1956) that every
second countable Riemannian manifold has an isometric embedding into a Eu-
clidean manifold.

2.15.3 Partition of Unity
On a manifold M , a collection {ρα | α ∈ A} of C∞ functions on M is called a
smooth partition of unity, if
(i) for any α ∈ A, 0 ≤ ρα ≤ 1.
(ii) {supp ρα | α ∈ A} is locally finite.
(iii) ∑α ρα = 1.
For an open cover {Uα} ofM , a C∞ partition of unity {ρα} (with the same index
set) is said to be subordinate to {Uα} if supp ρα ⊂ Uα for every α.
Lemma 2.15.3.1 (Shrinking Lemma) If {Uα}α∈A is a locally finite open
cover of a manifold M , then there exists an open cover {Vα} such that V̄α ⊂ Uα
for each index α.

Proof. We may also assume that Uα ̸= ∅ for all α ∈ A. We may also assume
that M is connected. Then M is σ-compact. Thus for any compact set K in
M , there are only finitely many α's such that K ∩ Uα ̸= ∅, and hence A is a
countable set. Arrange the indices so that A = {1, 2, 3, . . . }. Then

C1 :=M − (U2 ∪ U3 ∪ . . . ) ⊂ U1.

Thus there exists an open set V1 such that C1 ≪ V1 ≪ U1. Now {V1, U2, U3, . . . }
is an open cover ofM . Let

C2 :=M − (V1 ∪ U3 ∪ U4 ∪ . . . ) ⊂ U2.

Then there exists an open set V2 such that C2 ≪ V2 ≪ U2. Now {V1, V2, U3, . . . }
is an open cover ofM . In this way we have a desired open cover {Vα} ofM . □
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Theorem 2.15.3.2 For any open cover {Uα} of a C∞ manifold M , there exists
a C∞ partition {ρα} of unity subordinate to {Uα}.

Proof. (Case 1.) Suppose that {Uα} is locally finite. Shrink {Uα} to an
open cover {Vα}. Then by the theorem (2.15.1.1), there exist a bump function
fα ∈ C∞(M) for Vα ⊂ Uα. Now let

ρα :=
fα∑
β fβ

.

(Case 2.) In general, {Uα}α∈A has a locally finite open refinement {Vλ}λ∈Λ,
i.e., there exists a map i : Λ → A such that Vλ ⊂ Ui(λ). Let {ϕλ} be a partition
of unity subordinate to {Vλ}. Now for each α ∈ A define

ρα =
∑

λ∈i−1(α)

ϕλ.

By convention, empty sum is equal to 0. Now

supp ρα ⊂
∪

λ∈i−1(α)

suppϕλ ⊂
∪

λ∈i−1(α)

Vλ ⊂ Uα,

{supp ρα} is locally finite,38 and∑ ρα = 1. This completes the proof. □

2.15.4 Exercises
1. Show that dim(C∞(M)) = ∞ if dimM ≥ 1.

2. Let D1 and D2 be two C∞-structures on a topological manifold M and
let M1 = (M,D1), M2 = (M,D2). Show that D1 = D2 if (and only if)
C∞(M1) = C∞(M2).

3. LetM andN be smooth manifolds and let C0(M,N) (resp. C∞(M,N)) be
the set of continuous (resp. C∞) maps fromM toN . Show that C∞(M,N)
is a dense subset of C0(M,N) with the compact-open topology.

4. Show that a map φ :M → N is C∞ if and only if for any open subset V of
N and g ∈ C∞(V ), φ∗(g) := g ◦ φ is a C∞ function on φ−1(V ).

5. Let Diff(M) be the group of all diffeomorphisms of M onto itself. Show
that, ifM is connected, Diff(M) acts onM transitively.

38 For, if p ∈ M , there exists an open neighborhood W of p such that W ∩ Vλ = ∅ for
all λ exept for a finite number of λ’s. Now if supp ρα ∩ W ̸= ∅, then Vλ ∩ W ̸= ∅ for some
λ ∈ i−1(α). Thus there are only finite number of α’s with supp ρα ∩W ̸= ∅.
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6. (Taylor Expansion) Let f ∈ C∞(M). Show that if x = (x1, . . . , xn) is a chart
onM centered at a point p ∈M , then there exist g1, . . . , gn ∈ C∞(M) such
that

f = f(p) +
∑
i

xi gi

in a neighborhood of p. In this case, gi(p) = ∂f
∂xi (p).
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2.16 Sard’s Theorem
A subset S of Rn is said to be of (Lebesgue) measure zero if for any positive
real number ϵ, there exists a countable set of n-balls39 B1, B2, . . . in Rn such
that S ⊂ B1 ∪B2 ∪ · · · and volB1 + volB2 + · · · < ϵ.

For instance, the set Qn of rational points in Rn is of measure zero.

Proposition 2.16.0.1 Let A be a measure zero set in Rn. Let U be an open
subset of Rn containing A. If ϕ : U → Rn is either Lipschitz or C1, then ϕ(A)
is of measure zero.

Proof. Let ϵ > 0 be given and take a sequence {Bk : k = 1, 2, . . . } of n-balls
Bk := Bn(pk, rk), with center pk and radius rk, such that A ⊂ ∪∞

k=1Bk and∑
k Vol(Bk) < ϵ.
(Lipschitz Case) Let L be the Lipschitz constant of Φ. Then

ϕ(A ∩Bk) ⊂ Bn(ϕ(pk), Lrk).

Now
ϕ(A) ⊂ ∪∞

k=1ϕ(A ∩Bk) ⊂ ∪kBn(ϕ(pk), Lrk)

and ∑
k

Vol(Bn(ϕ(pk), Lrk)) =
∑
k

Ln Vol(Bk) ≤ ϵLn.

Since ϵ > 0 is arbitrary, ϕ(A) has measure zero.
(C1 Case) Note that U is a countable union of convex compact subsets {Kα :

α = 1, 2, . . . }. Thus ϕ is Lipschitz on Kα and A ∩Kα has measure zero. Hence
ϕ(A ∩ Kα) has measure zero and ϕ(A) has measure zero. This completes the
proof.cf. [Dubrovin et al.], [Milnor, 1969], [John Lee]. □

Corollary 2.16.0.2 “Measure zero” is a C1-diffeomorphism invariant.

A subset S of a smooth n-manifold M is said to be of (Lebesgue) measure
zero if for any chart x : U → Rn, x(U ∩ S) is of measure zero in Rn.

Proposition 2.16.0.3 If F : M → N is a C1 map between manifolds of the
same dimension, and S is a measure zero set in M , then F (S) is of measure
zero.

Theorem 2.16.0.4 (Morse (1939), Sard(1942)) Let M be second count-
able. Let ϕ : M → N be a Ck map, where k ≥ 1 + max{dimM − dimN, 0}.
Then the set of critical values of ϕ is of measure zero.

39Instead of balls we may use boxes. An n-box is a product [a1, b1]× · · · × [an, bn] ⊂ Rn of
compact intervals.
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For the proof, since the countable union of measure zero sets has measure
zero, we may assume thatM and N are open subsets of Rn−. Let C be the set of
critical points of ϕ and let

Ci = {p ∈M | ∂
|α|ϕ

∂xα
(p) = 0 ∈ Rn, ∀α = (α1, . . . , αn) ∈ Zn+, |α| ≤ i}

for i = 1, 2, . . . , k. Then in [Mil;T], the following steps are proved.
Step 0. The image ϕ(C − C1) has measure zero.
Step 1. The image ϕ(C1 − C2) has measure zero.
. . .
Step k − 1. The image ϕ(Ck−1 − Ck) has measure zero.
Step k. The image ϕ(Ck) has measure zero.
We omit the details.

Note that if S is of measure zero inM , then the complementM−S is a dense
subset ofM .

Corollary 2.16.0.5 ([Brown]) The set of regular values of a smooth map
ϕ :M → N is dense in N , if M has at most countable number of components.

Corollary 2.16.0.6 If dimM < dimN , then there exists no surjective C1 map
from M to N , provided M has at most countable number of components.
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2.17 Morse Functions
Theorem 2.17.0.1 Morse functions form an open dense subset in C∞(M).

cf. Milnor, Lectures on the h-cobordism theorem, Princeton Univ. Press,
1965. p.14.



2.18. CK DIFFERENTIABLE STRUCTURES 67

2.18 Ck Differentiable Structures
LetM be a topological n-manifold.

2.18.1 Definitions
1. A set40 A of local charts, or local coordinate systems on M is called a

(topological) atlas if {dom(x) | x ∈ A} coversM .
Note that if x and y are local charts ofM , then

x ◦ y−1

is a homeomorphism between open subsets of Rn.
2. An atlas A ofM is said to be of class Ck for some k = 0, 1, . . . ,∞, ω, if for

any pair x, y of elements in A, the composition

x ◦ y−1

is a Ck-diffeomorphism.41

Note that every atlas is automatically of class C0. Moreover, if k < l, then
a Cl-atlas, i.e., an atlas of class Cl, is a Ck-atlas.

3. Two Ck-atlases are equivalent if their union is also a Ck-atlas.
It should be easy to check that this relation is an equivalence relation.

4. An atlas A of class Ck is maximal if it is not contained properly in any
other atlas of class Ck, i.e., if y : U → Rn is a chart such that y ◦ x−1 is a
Ck-diffeomorphism for any x ∈ A, then y ∈ A.
Note that any atlas A of class Ck is contained in a unique maximal atlas A
of class Ck. In fact, A is the union of all Ck-atlases which are equivalent
to A.

5. A Ck-structure on M is a maximal atlas of class Ck. Or equivalently, we
may say that a Ck-structure onM is an equivalence class of Ck-atlases.

6. A topological manifold together with a Ck structure is called a Ck-manifold.

A topological manifold M together with an atlas A of class Ck has a unique
Ck-structure which contains A.

A topological space has a canonical sheaf C0 of continuous functions. One
can define a Ck-differentiable structure using a subsheaf of Ck-functions [Bre-
don].

40Thus an atlas of M is a subset of all partial homeomorphisms from M to Rn, whose
domains are nonempty open subsets of M and whose codomains are nonempty open subsets
of Rn.

41A map is, by definition, of class Cω if it is an analytic map.
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2.18.2 Diffeomorphic Structures
Let A be a Ck-atlas on a topological manifold M , and let h : M → M be a
homeomorphism. Let

h∗A := {x ◦ h | x ∈ A}.

Then h∗A is a Ck-atlas.
We say that two Ck-structures A and A′ on a topological manifold M are

diffeomorphic if there exists a homeomorphism h : M → M such that A′ =
h∗A. This relation among Ck-structures is an equivalence relation.

2.18.3 Whitney’s Theorem
It is obvious that any Cl-manifold is also Ck for k < l.

H. Whitney(1907--1989) proved that any C1-atlas on a topological manifold
M contains a Cω-atlas, which is unique up to diffeomorphism [Hirsch, ch. 2],
[Munkres, §4.7--4.9].



Chapter 3

Tangent and Cotangent
Vectors

3.1 Tangent Vectors
LetM be amanifold of dimension n and let p ∈M . We say that two (parametrized)
smooth curves c1, c2 : R →M are equivalent at p if and only if

c1(0) = p = c2(0), (x ◦ c1)′(0) = (x ◦ c2)′(0) ∈ Rn

for some (and hence for any) chart x at p. The equivalence class of a curve
c : R → M with c(0) = p will be denoted by c′(0), and is called a tangent
vector ofM at p. The set

TMp

of all tangent vectors of M at p is called the tangent space of M at p.1 Note
that if p and q are distinct points ofM , then TMp and TMq are disjoint.

If c ∈ C∞(R,M) and t0 ∈ R, then c′(t0) is the tangent vector of M at c(t0)
defined by the curve γ(t) := c(t+ t0).

3.1.0.1 Example

For a finite dimensional real linear space V , the tangent space of V at any point
p ∈ V has a canonical identification with V , or for better with {p} × V :

TVp ≃ {p} × V ≃ V.

To see this let e1, . . . , en be a basis for V and let x1, . . . , xn be the dual basis.
Then x = (x1, . . . , xn) : V → Rn is a (global) chart for V . If c : R → V is a curve
in V with c(0) = p, then

c(t) =
∑

ci(t)ei

1Many authors use the notation TpM or Mp. Our notation is the same as the one in
[Milnor, 1969] and [Arnold].
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where ci(t) = xi(c(t)). We identify c′(0) with

x−1

(
dc1

dt
(0), . . . ,

dcn

dt
(0)

)
=
∑ dci

dt
(0)ei ∈ V.

Note that c′(0) is independent of the choice of basis of V .

3.1.0.2 Exercise

Prove the following statements.
1. If c1, c2 ∈ C∞(R,M) are the same in a neighborhood of 0, then c′1(0) =

c′2(0).
2. For a positive real number ϵ, if c : (−ϵ, ϵ) →M is smooth, then there exists

c̃ ∈ C∞(R,M) such that c̃ = c on (− ϵ
2 ,

ϵ
2

).
3.1.1 Derivations
A derivation2 of C∞(M) at p is an R-linear map δ : C∞(M) → R such that

δ(fg) = (δf)g(p) + f(p)(δg)

for any f, g ∈ C∞(M). The set of all derivations of C∞(M) at p is denoted by
Der(M,p).

Lemma 3.1.1.1 Let δ be a derivation of M at a point p in M .

(i) if const is a constant function, δ(const) = 0.

(ii) derivations are local, i.e., if f and g are smooth functions on M which are
identical in a neighborhood of p, then δ(f) = δ(g).

Proof. (i) is trivial, since δ(1) = 0.
(ii) It suffices to show that if f is identically zero in an open neighborhood

U of p, then δ(f) = 0. Take a ρ ∈ C∞(M) such that supp ρ ⊂ U and ρ ≡ 1 in a
neighborhood of p. Then ρf ≡ 0 and hence

0 = δ(ρf) = (δρ)f(p) + ρ(p)(δf) = δ(f).

□
2Let A be a commutative algebra over a field F and let M be an A-module. Then an

F-linear map
δ : A → M

is called a derivation if
δ(ab) = (δa)b+ a(δb)

for any a, b ∈ A.
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Since derivations are local operators,3 we can define δf for any f ∈ C∞(U),
U being an open neighborhood of p, as follows: Take any f̃ ∈ C∞(M) such that
f̃ = f in a small neighborhood of p. Then

δf := δf̃

is well-defined, i.e., independent of choice of extension.

3.1.1.2 Examples

(i) Let x = (x1, . . . , xn) be a coordinate system at p. Then the partial deriva-
tive operators

∂

∂xj

∣∣∣∣
p

: C∞(M) → R, f 7→ ∂f

∂xj
(p) (j = 1, . . . , n)

are derivations.
(ii) If c : R →M is a curve, we have the pull-back map

c∗ : C∞(M) → C∞(R)

which is an algebra-homomorphism. Thus the composition of c∗ with the
derivation

d

dt

∣∣∣∣
0

: C∞(R) → R

of R at the origin (where t : R → R denotes the identity coordinate map)
is a derivation ofM at the point c(0).
Now the tangent vector c′(0) at p defines a derivation

dc′(0) : C∞(M) → R, f 7→ d

dt

∣∣∣∣
0

(f ◦ c)(t).

One can easily see that this definition is well-defined.
Theorem 3.1.1.3 (i) There is a canonical one-to-one correspondence

d : TMp → Der(M,p).

(ii) Der(M,p) is a vector space of dimension n.

Proof. We prove the second assertion first. Obviously derivations form a
linear space. For any chart x at p, it is trivial to see that the derivations

∂

∂x1

∣∣∣∣
p

, . . . ,
∂

∂xn

∣∣∣∣
p

3Some authors like to use germs of functions.
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are linearly independent, since ∂
∂xj

∣∣
p
(xi) = δij .

Now we show that they generate the whole derivations at p. Let f ∈ C∞(M).
Then there exist an open neighborhood U (contained in the domain of x) of p
(cf. 2.15.4.6 or Appendix) and smooth functions hij ∈ C∞(U) such that

f ↾ U = f(p) +
∑
i

(xi − xi(p))
∂

∂xi

∣∣∣∣
p

(f) +
1

2

∑
i,j

(xi − xi(p))(xj − xj(p))hij(x).

Thus for any derivation δ at p,

δ(f) =
∑
i

δ(xi)
∂

∂xi

∣∣∣∣
p

(f).

Therefore δ =∑i δ(x
i) ∂

∂xi

∣∣
p
.

Now we prove the first assertion. To check the injectivity of d, suppose dv =
dṽ for v = c′(0) and ṽ = c̃′(o), where c, c̃ : R → M satisfy c(0) = p = c̃(0). Note
that for any chart x = (x1, . . . , xn),

dv(x
i) =

d

dt

∣∣∣∣
0

xi(c(t)) = D(xi ◦ x−1)x(p)(x ◦ c)′(0) = proj i(x ◦ c)′(0)

for i = 1, . . . , n, and similarly for ṽ. Since dv = dṽ, we have

(x ◦ c)′(0) = (x ◦ c̃)′(0)

which means that v = ṽ.
To see the surjectivity of d, let ∑i a

i ∂
∂xi

∣∣
p
be a derivation at p. Then the

curve
t 7→ x−1

(
x(p) + t(a1, . . . , an)

)
∈M

defined for small |t|, can be used to get a tangent vector v so that dv =
∑
ai ∂

∂xi

∣∣
p
.

This completes the proof. □

From now on we will identify tangent vectors and derivations. Thus

dvf = v(f)

for any tangent vector v and any function f . The set of tangent vectors TMp is
a vector space of dimension n.

If (x1, . . . , xn) is a chart at a point p of M , then we have the coordinate
curves

c1(t), . . . , cn(t)

onM , defined for small |t|, with c1(0) = p, …, cn(0) = p. Then

ci
′(0) =

∂

∂xi

∣∣∣∣
p

(i = 1, . . . , n).
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3.1.1.4 Classic notion of tangent vectors

In the proof of the above theorem, we have seen that every tangent vector v ∈
TMp “is” a linear combination of ∂

∂xj

∣∣
p
for any chart x at p. If we take another

chart x̃ at p, then
v =

∑
vi

∂

∂xi

∣∣∣∣
p

=
∑

ṽj
∂

∂x̃j

∣∣∣∣
p

where
vi =

∑
j

∂xi

∂x̃j

∣∣∣∣
p

ṽj (i = 1, . . . , n). (3.1)

Thus if A is a smooth atlas on a manifold M , a tangent vector on M at a
point p ∈ M is an equivalence class of (x, v) ∈ A × Rn, where (x, v) ∼ (x̃, ṽ) if
and only if they satisfy the relation (3.1).

3.1.2 Exercises
1. Let U be an open subset of a finite dimensional vector space V , and p ∈ U .

Show that
TUp ≃ TVp ≃ V.

2. Let c : (−ϵ, ϵ) →M be a curve with c(0) = p and c′(0) = 0. Show that

c′′(0) ∈ TMp

is well defined.
3. On the unit sphere S2 in R3, let r =

√
x2 + y2, the distance from a point

(x, y, z) on S2 to the z-axis. We have a parametrization

R× (−π, π) → S1 × (−π, π) → S2

(θ, ψ) 7→ ((cos θ, sin θ), ψ) 7→ (cos θ, sin θ, 0) cosψ + (0, 0, 1) sinψ

Show that
∂

∂θ

∣∣∣∣
(x,y,z)

=
1

r
(−y, z, 0), ∂

∂ψ

∣∣∣∣
(x,y,z)

= −z
r
(x, y, 0) + r(0, 0, 1).
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3.2 Derivatives of Maps
Let F :M → N be a smooth map between manifolds. Then the derivative of F
at p ∈M is the linear map

TFp : TMp → TNF (p) (3.2)

defined by
TFp(c

′(0)) = (F ◦ c)′(0)

where c is a curve inM with c(0) = p.

In terms of derivations, if v ∈ TMp is a derivation ofM at p, then TFp(v) is
a derivation of N at F (p) such that

(TFp(v))g = v(g ◦ F ), g ∈ C∞(N).

Now it is clear that TFp is linear.
If x = (x1, . . . , xn) is a chart of M at p and if y = (y1, . . . , ym) is a chart of

N at F (p), then { ∂
∂x1

∣∣
p
, . . . , ∂

∂xn

∣∣
p
} and { ∂

∂y1

∣∣∣
f(p)

, . . . , ∂
∂ym

∣∣∣
f(p)

} are bases for
TMp and TNF (p), respectively. With respect to these bases, we have

TFp =

(
∂F i

∂xj

∣∣∣∣
p

)

where F i = yi ◦ F .
It is obvious that if id :M →M is the identity map, then T (id)p is the identity

map on TMp and
T (G ◦ F )p = TGF (p) ◦ TFp

for F :M → N and G : N → L.

Let U and U ′ be open subsets of vector spaces V and V ′, respectively. In
Calculus classes, the ordinary derivative of a smooth map

F : U → U ′

at a point p in U is a linear map

DFp : V → V ′

which is ‘identical’ to the derivative of a function between manifolds. We use
the following notations for the derivative of F at a point p:
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TUp TU'F HpL
TFp

TVp TV'F HpL

V V'
DFp

»

»

»

»

dFp

Thus for any smooth function f :M → R and a vector v ∈ TMp, we have

dfp(v) = v(f).

Note that dfp is an element of the cotangent space TM∗
p , i.e., the dual space of

TMp.

3.2.0.1 Exercise

Let p be a point ofM . Show that the map

dp : C∞(M) → TM∗
p , f 7→ dfp

is linear and satisfies the Leibniz rule.
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3.3 Regular Points and Critical Points
A map F : M → N is an immersion at p ∈ M if and only if the map (3.2) is
injective. A map F :M → N is a submersion (or regular) at p ∈M if and only
if the map (3.2) is surjective. Non-regular points are critical points. A point in
the codomain of a function is a regular value if it is not a critical point.

Note that a point p ∈M is a critical point of a function f ∈ C∞(M), if

dfp : TMp → R

is the trivial map.
Note that if p is a local extremum of f , then it is a critical point.
If S is a submanifold ofM , then for any p ∈ S, there is a canonical inclusion

TSp ↪→ TMp.

If S is the regular zero locus of a smooth function f :M → R, then

TSp = ker(dfp : TMp → R).

In general we have the following claim.

Claim 3.3.0.1 Let φ : M → N be a smooth map and let q ∈ φ(M) ⊂ N be a
regular value of φ so that S := φ−1(q) is a submanifold of M . Let inc : S →M
be the inclusion map. Then for any p ∈ S, the sequence

0 → TSp
T incp−−−−→ TMp

Tφp−−−−→ TNq → 0

is exact.

Proof. (1) Tφp is surjective, since q is a regular value.
(2) Tφp ◦ T incp = T (φ ◦ inc)p = T (q) = 0.
(3) T incp is injective: Take a chart x = (x1, . . . , xn) of M at p, and a chart

y = (y1, . . . , ym) at q such that

x1 = φ1 := y1 ◦ φ, . . . , xm = φm := ym ◦ φ.

Then z = (z1, . . . , zn−m) = (xm+1, . . . , xn) ◦ inc is a chart of S at p. Now

T incp

(
∂

∂z1

∣∣∣∣
p

)
=

∂

∂xm+1

∣∣∣∣
p

, . . . , T incp

(
∂

∂zn−m

∣∣∣∣
p

)
=

∂

∂xn

∣∣∣∣
p

and hence we are done.
(4) Now exactness is trivial, since dimS + dimN = dimM . □
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3.3.1 Examples
(i) The sphere Sn−1 is defined by the equation (x1)2 + · · ·+(xn)2 = 1 on Rn.

Thus the tangent space of Sn−1 at a point p consists of vectors in Rn which
are perpendicular to p.
Given a := (a1, . . . , an) ̸= 0, consider the function

f = a1x
1 + · · ·+ anx

n

on Sn−1. Then f has two4 critical points on Sn−1. They are ±a/|a|.
(ii) We show that the tangent space of SO(n) at the identity matrix 1n is the

space of all n × n skew-symmetric real matrices. To see this consider the
defining equation

φ : GL +(n,R) → Sym(n,R), A 7→ AtA

where GL+(n,R) denotes the group of matrices with positive determinant,
and Sym(n,R) denotes the space of all n×n real symmetric matrices. Then

Tφ1n(X) = Xt +X, X ∈ T GL +(n,R)1n = gl(n,R).

Thus the kernel of Tφ1n , which is the tangent space of SO(n) at 1n, is the
space so(n) of skew-symmetric matrices.

3.3.2 Exercises
1. Show that

c′(0) = Tc 0

(
d

dt

∣∣∣∣
0

)
for a curve c : R →M .

2. Given distinct real numbers a1, . . . , an, let f : Sn−1 → R be defined by
f(x1, . . . , xn) =

∑n
k=1 ak(xk)

2. Find all critical points of f .
Note that if A : Sn−1 → Sn−1 is the antipodal map, then f ◦ A = f and
hence, f descends to a map f̄ : Pn−1 → R. Find all critical points of f̄ .

3. Given distinct real numbers a1, . . . , an, find all critical points of

f : Pn−1(C) → R, [z1, . . . , zn] 7→
n∑
k=1

ak |zk|2 /(|z1|2 + · · ·+ |zn|2).

4. Show that there is no map f : Pn(R) → R such that f−1(y) = Pn−1(R)
for some regular value y of f .

4The Euler characteristic of Sn−1 is 1 + (−1)n−1.
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5. Let 0 < r < R and let T be the torus in R3 given by the equation(√
x2 + y2 −R

)2
+ z2 = r2.

Find the critical points of the function x ↾ T : T ↪→ R3 x→ R.
6. Let π1 : M × N → M and π2 : M × N → N be the projection maps and

let (p, q) ∈M ×N .
(i) Show that the map

Tπ1
(p,q) ⊕ Tπ2

(p,q) : T (M ×N)(p,q) → TMp ⊕ TNq

is an isomorphism.
(ii) Let i1q :M →M ×N and i2p : N →M ×N be the maps

i1q(x) = (x, q), i2p(y) = (p, y)

for x ∈M and y ∈ N . Let

T1F(p,q) := T (F◦i1q)p : TMp → TLr, T2F(p,q) := T (F◦i2p)q : TNq → TLr.

Show that

TF(p,q) = T1F(p,q) ◦ Tπ1
(p,q) + T2F(p,q) ◦ Tπ2

(p,q).
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3.4 Morse Functions
If p is a critical point of f : M → R, then for any chart (x1, . . . , xn) centered at
p, there exist functions hij = hji such that

f = f(p) +
1

2

n∑
i,j=1

hijx
ixj

in a neighborhood of p. In this case,

hij(p) =
∂2f

∂xi ∂xj
(p).

Now p is said to be non-degenerate if the Hessian matrix

Hfp :=

(
∂2f

∂xi ∂xj
(p)

)
(at a critical point with respecp to a chart x) is non-singular. The number of
negative eigenvalues of Hfp is called the index of f at p.5

A function whose critical points are all non-degenerate is called a Morse
function. If f is a Morse function on a compact manifold M , then f has only
finitely many critical points. If ck is the number of critical points of f with index
k, then

χ(M) =

n∑
k=0

(−1)kck =
∑

p∈Crit(f)

(−1)ind f(p)

is the Euler-Poincaré characteristic of M . In fact, if Ck is the free vector space
generated by the critical points of index k of a Morse function f on M , then
there exists a chain complex

{0} → C0 → C1 → · · · → Cn → {0}

such that whose cohomology groups are isomorphic to the cohomology groups
H•(M). These cohomology groups will be discussed later. In particular,

ck ≥ bk (k = 0, . . . , n)

and we have the Morse inequalities:

c0 ≥ b0

c0 − c1 ≥ b0 − b1

...
c0 − c1 + · · ·+ (−1)ncn = b0 − b1 + · · ·+ (−1)nbn

5in this case, (−1)ind f(p) = ind∇f(p), the index of the gradient vector field of f with
respect to any Riemannian metric on M (cf. 3.9.2).
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where bk = dimHk(M) is the k-th Betti number ofM , which will be explained
later.

We have
cM (f) ≥ bM

where cM (f) is the sum of critical points and bM is the sum of betti numbers.

Morse functions are dense in C∞(M).
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3.5 Transversality
Let L be a submanifold of N . Then a map φ :M → N is said to be transversal
to L if for any p ∈ φ−1(L),

dφp(TMp) ↪→ TNφ(p) → TNφ(p)/TLφ(p)

is surjective. In this case, if φ(M)∩L is nonempty, then we must have dimN ≤
dimM + dimL.

Theorem 3.5.0.1 If φ :M → N is transversal to a codimension k submanifold
L of N , then φ−1(L) is a codimension k submanifold of M , unless it is empty.

Proof. Let p ∈ φ−1(L). Then φ(p) ∈ L and hence there exists an open neigh-
borhood U of φ(p) and a regular map F : U → Rk such that U ∩L is the zero set
Z(F ) of F . Now V := φ−1(U) is an open neighborhood of p and F ◦φ ↾ V → Rk
is a regular map. Moreover V ∩ φ−1(L) = Z(F ◦ φ ↾ V ). This completes the
proof. □
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3.6 Orientations
3.6.1 Orientation of Vector Space
Let V be a vector space over R of finite dimension n ≥ 1. Two (ordered) bases
v = (v1, . . . , vn) and w = (w1, . . . , wn) of V are said to have the same orienta-
tion if and only if they are in the same connected component of the space B(V )
of all basis of V , i.e., there exists g ∈ GL+(n,R) such that w = vg. (Note that
there is a simple transitive action of GL(n,R) on B(V ).)

A linear isomorphism l : V → V is said to be orientation preserving if for
some (and hence for any) basis v = (v1, . . . , vn) of V , l(v) := (l(v1), . . . , l(vn))
and v have the same orientation. Thus l preserves the orientation if and only if
det l > 0.

A linear map l : V → V is orientation reversing if det l < 0.

3.6.1.1

An orientation of a vector space V of dimension n ≥ 1 is a choice of the equiva-
lence class of a basis on V , where two bases are equivalent if they have the same
orientation.

Rn is always oriented with the standard orientation: (e1, . . . , en) > 0.

3.6.2 Orientable Manifolds
3.6.2.1 Orientation Preserving Maps

Let U be an open subset of Rn for n ≥ 1. A smooth map
F : U → Rn

is orientation preserving at a point p ∈ U if the Jacobian matrix(
∂F i

∂xj
(p)

)
1≤i,j≤n

of F at p has positive determinant, i.e., the derivative DFp : Rn → Rn is an
orientation preserving isomorphism.

3.6.2.2

An atlas A on a manifold M of dimension n ≥ 1 is said to be oriented if the
coordinate transition map

x ◦ y−1 : y(Ux ∩ Uy) → x(Ux ∩ Uy)

is orientation preserving for any chart x : Ux → Rn and y : Uy → Rn in A.
A manifold M is orientable if there exists an oriented atlas A for M . A

manifoldM is oriented if an oriented atlas A forM is chosen.
Spheres Sn are orientable.
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3.6.2.3

If amanifoldM is oriented, then each tangent space TMp is oriented: If (x1, . . . , xn)
is a positively oriented chart ofM at p, then

∂

∂x1

∣∣∣∣
p

, . . . ,
∂

∂xn

∣∣∣∣
p

is a positively oriented basis for TMp.

3.6.2.4

An orientation of a zero-dimensional manifoldM is a map fromM into {1,−1}.

3.6.2.5 Orientation Preserving Maps

A map f : M → N between oriented manifolds is said to be orientation pre-
serving at a point p ∈ M if TFp : TMp → TNF (p) is an orientation preserving
isomorphism.

The composition of two orientation preserving maps is orientation preserv-
ing. The composition of two orientation reversing maps is orientation preserv-
ing. The composition of an orientation preserving map and orientation reversing
map is orientation reversing.

Any reflection map along a hyperplane in a Euclidean space En is an orien-
tation reversing map. Any central (or point) symmetry in a Euclidean space
En preserves the orientation if and only if n is even.

The antipodal map −I on Sn is orientation preserving if and only if n is odd.

Sn Sn

Pn

−I

Theorem 3.6.2.6 Pn is orientable if and only if n is odd.

3.6.2.7 Exercise

Let p be the north pole on the unit sphere Sn := {(x, t) ∈ Rn×R | |x|2+ t2 = 1},
where Sn is oriented in the standard way so that (e2, . . . , en+1) is the positively
oriented basis for the tangent space of Sn at the east pole e1. Show that the
antipodal map

(Sn − {p}) → Rn, (x, t) 7→ x
1− t

is orientation preserving if and only if n is odd.
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3.6.3 Intersection Numbers
Let M,N be submanifolds of L which intersect transversally. We assume that
L,M,N are all oriented. Then the intersection number ofM and N is

M ◦N :=
∑

p∈M∩N
sgn(M,N, p)

where sgn(M,N, p) = 1 if TMp ⊕ TNp and TLp have the same orientation, and
sgn(M,N, p) = −1 otherwise.

Then the intersection number is homotopy invariant [Dubrovin et al.].

Theorem 3.6.3.1 Let M be a compact connected hypersurface in Rn. Then
Rn −M has two components, and M is orientable.

3.6.3.2 Lefschetz Numbers

Let M be a compact oriented manifold and let F : M → M be a self map. A
fixed point p of F is said to be non-degenerate if

det(id−TFp) ̸= 0

i.e., the graph of F intersect with the diagonal ∆ ⊂M ×M transverally. In this
case the Lefschetz number of F is

ΛF :=
∑

p∈Fix(F )

sgn(F, p).

Corollary 3.6.3.3 (Brouwer’s fixed point theorem) Any self map on a closed
Euclidean ball has a fixed point.

Proof. Note that the n-ball is homeomorphic to the lower hemisphere S− of
Sn. We will show that any self map F of S− has a fixed point. Let π : Sn → S−
be a map which is identity on S−. Then the composition

Sn π−−−−→ S−
F−−−−→ S− ↪→ Sn

is homotopic to a constant map. Thus it has a fixed point p, which is also a fixed
point of F . cf. [Dubrovin et al.]. □
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3.7 Tangent Bundle
The total space of the tangent bundle ofM is the collection

TM :=
⨿
p∈M

TMp

of all tangent spaces of M . The tangent bundle of M is the total space of the
tangent bundle together with the canonical projection map

π : TM →M.

If {xα : Uα → Rn} is an atlas ofM , then the map
ϕα : π−1(Uα) → Uα × Rn (3.3)

given by
ϕα

(
n∑
i=1

vi(p)
∂

∂xiα

∣∣∣∣
p

)
= (p, v1(p), . . . , vn(p))

is bijective and if ϕαβ : Uα ∩ Uβ → GL(n,R) is defined by
ϕα ◦ ϕ−1

β (p, v) = (p, ϕαβ(p)v),

then ϕαβ =

(
∂xiα

∂xjβ

)
1≤i,j≤n

, the Jacobian matrix of xα ◦ x−1
β .

Now the next proposition is trivial.6
Proposition 3.7.0.1 There exists a unique topology on the total space of the
tangent bundle TM of a manifold M such that for some (and hence for any)
atlas {xα : Uα → Rn} of M , the map (3.3) is a homeomorphism. With this
topology on TM , it is a topological manifold of dimension 2n. Moreover, there
exists a unique differentiable structure and an orientation on TM such that the
map (3.3) is an orientation preserving diffeomorphism.

If F :M → N is C∞, then
TF : TM → TN (3.4)

is defined by (TF )(p, v) := TFp(v) for (p, v) ∈ TM . If G : N → L is smooth, we
have

T (G ◦ F ) = TG ◦ TF.
If MFD is the category of smooth manifolds and smooth maps, we have a

functor
T : MFD → MFD.

3.7.0.2 Exercise

Show that the map (3.4) is C∞.
6Let X be an arbitrary set and let {Xα} be a collection of subsets of X which covers X.

We assume a topology Tα on Xα for each α such that Tα|Xα ∩ Xβ = Tβ |Xα ∩ Xβ for any
α, β. Then there exists a unique topology T on X such that T |Xα = Tα for all α.
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3.8 Vector Fields
A smooth section7 X of π : TM → M is called a vector field on M . Thus for
each p ∈M , X(p) or Xp is a tangent vector ofM at p for each p inM .

For a chart x : U → Rn of M , ∂
∂x1 , . . . ,

∂
∂xn are vector fields on U and any

vector field X on U is a linear combination∑ f i ∂
∂xi for some f i ∈ C∞(U). In

fact, f i = X(xi).
Note that, for any smooth vector field X and a smooth function f onM ,

X(f) :M → R, p 7→ Xp(f)

is a C∞ function onM .
The set of all vector fields onM is denoted by

X(M)

which is a module over C∞(M).

Lemma 3.8.0.1 X(M) is isomorphic to Der(C∞(M)) of all derivations8 of
C∞(M), as C∞(M)-modules.

3.8.0.2 Exercises

(i) Show that dimX(M) = ∞ if dimM ≥ 1.

(ii) Show that for any v ∈ TMp, there exists a vector field X on M such that
X(p) = v.

(iii) Let U be an open neighborhood of a point p in a manifold M , and let X
be a vector field on U . Show that there exists a vector field X̃ onM such
that X = X̃ on some neighborhood of p.

(iv) Show that TS1 is diffeomorphic to S × R.

7A section of a map π : A → B is a map s : B → A such that π ◦ s = id B .
8A derivation of a real algebra A is an R-linear map D : A → A such that D(ab) =

D(a)b+ aD(b) for any a, b ∈ A.
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3.8.1 Brackets of Vector Fields
Since derivations (of an associative algebra) form a Lie algebra,9 X(M) is a Lie
algebra. Thus the (Poisson) bracket [X,Y ] of X,Y ∈ X(M) is given by

[X,Y ](f) = X(Y f)− Y (Xf)

for f ∈ C∞(M).
Note that if X,Y ∈ X(M), then

X ◦ Y, Y ◦X : C∞(M) → C∞(M)

are second order differential operator with the same principal symbol so that
the commutator [X,Y ] is a first order differential operator.

Note that
[fX, gY ] = fg[X,Y ] + fX(g)Y − gY (f)X

for f, g ∈ C∞(M).
If (x1, . . . , xn) is a chart onM , then[

∂

∂xi
,
∂

∂xj

]
= 0

for all i, j = 1, . . . , n.

3.8.1.1 Exercise

For each n× n matrix A = (aij) ∈ Mn(R), define a vector field XA on Rn by

XA(p) = −Ap ∈ TRnp = Rn or XA = −
n∑

i,j=1

aijx
j ∂

∂xi
.

Show that [XA, XB ] = X[A,B]. Thus
X : Mn(R) → X(Rn), A 7→ XA

is a Lie algebra homomorphism.

3.8.2 Related Vector Fields
A map F :M →M ′ induces a map

TF : TM → TM ′.

But, in general, F does not induce a map F∗ : X(M) → X(M ′).
We say that a vector fieldX onM and a vector fieldX ′ onM ′ are F -related,

if for any p ∈M , Tφp(X(p)) = X ′(φ(p)).
Note that if X ∈ X(M) and X ′ ∈ X(M ′) are F -related, and Y ∈ X(M) and

Y ′ ∈ X(M ′) are F -related, then [X,Y ] and [X ′, Y ′] are also F -related.
9A linear space L is called a Lie algebra if it is equipped with a bilinear pairing [ , ] :

L × L → L such that [l, l] = 0 and [l1, [l2, l3]] + [l2, [l3, l1]] + [l3, [l1, l2]] = 0 (the Jacobi
identity) for any l, l1, l2, l3 ∈ L. Any (associative) algebra A together with [a, b] := ab − ba,
a, b ∈ A, is a Lie algebra. In particular, gl(A) = End(A) is a Lie algebra, and Der(A) ⊂ gl(A)
is a Lie subalgebra.
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3.8.2.1 Vector Fields and Diffeomorphisms

If F :M → N is a diffeomorphism, then we have an isomorphism

F∗ : X(M) ≃ X(N)

given by the commutative diagram for X ∈ X(M):

C∞(M)
X−−−−→ C∞(M)

F∗

x xF∗

C∞(N) −−−−→
F∗(X)

C∞(N)

If G : N → L is a diffeomorphism, then

(G ◦ F )∗ = G∗ ◦ F∗.

3.8.2.2 Exercises

1. Let F :M → N be a diffeomorphism. Then
(i) for any X ∈ X(M) and f ∈ C∞(N), (F∗X)(f) = X(f ◦ F ) ◦ F−1.
(ii) F∗ is a Lie algebra homomorphism, i.e.,

F∗[X,Y ] = [F∗X,F∗Y ]

for any X,Y ∈ X(M).
2. Given a vector field X on Sn−1, define a vector field X̃ on Rn∗ by

X̃(x) := |x|X
(
x

|x|

)
(x ∈ Rn∗ ).

Show that [
X̃,

r
r

]
= 0.
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3.9 Zeros of Vector Fields
Given a vector field X on M , a point p in M is called a zero pont, singular
point, or singularity of X if Xp = 0.

3.9.1 Vector Fields on Spheres
On the odd dimensional sphere

S2n−1 := {(z1, . . . , zn) ∈ Cn | |z1|2 + · · ·+ |zn|2 = 1}

we have a non-vanishing vector field
X(z1,...,zn) := i(z1, . . . , zn).

Conversely, one can show that if Sn admits a non-vanishing vector field, then
n is odd. This can be proved using Brouwer's degree theory:10 If X is a unit
vector field on Sn, then

Ft : Sn → Sn, p 7→ (cosπt)p+ (sinπt)X(p)

defines a homotopy between the identity map and the antipodal map. Thus
1 = deg(id) = deg(− id) = (−1)n+1, which means that n is odd.

Here is another proof, using the Lefschetz fixed point theorem.11 If X is
a unit vector field on Sn, then

ht(p) :=
tp+ (1− t)X(p)

|tp+ (1− t)X(p)|

is a homotopy between X : Sn → Sn and id : Sn → Sn. Hence the Lefschetz
number of X is

ΛX = Λid = χ(Sn) = 1 + (−1)n.

Thus if n is even, then X has a fixed point, which is absurd since p ⊥ X(p) for
every p ∈ S2. Thus n must be odd.

In particular, we have the following theorem.12

Theorem 3.9.1.1 Every vector field on an even dimensional sphere has a sin-
gularity.13

10The degree of a proper map f : M → N between oriented manifolds is the signed number
of points in f−1(q), where q ∈ N is a regular value of f . The signs are determined by the
orientations. Well-definedness of the degree is obtained once we have a theory of integration,
which we will discuss later. Note that regular values are dense in N , by Morse-Sard-Brown’s
theorem [Milnor].

11Let M be a compact manifold and let F : M → M be a continuous map. Then F has a
fixed point if its Lefschetz number

ΛF :=
∑

(−1)k tr(f∗ : Hk(M,R) → Hk(M,R))

is nontrivial. In fact, if F has a finite number of fixed points, then ΛF is equal to the sum of
the indices of the fixed points of F .

12First proved by Poincaré for n = 2 [McGrath]. For the Milnor’s proof, see [Gallot et al.].
13The Euler characteristic of the even dimensional sphere is 2.
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3.9.2 Index of Vector Fields
If a zero p of a vector field X onM is isolated, then we have the integer, called
the index of X at p. If p is a nonsingular point of X, then indX(p) = 0, by
definition.
Theorem 3.9.2.1 (Poincaré (1885), Hopf (1926)) If M is compact, and
the singular points of a vector field X on M are isolated, then∑

p∈M
indX(p) = χ(M).

Note that if a compact manifold M has a nonvanishing vector field, then
χ(M) = 0. A theorem of Hopf says that if M is a compact connected manifold
with χ(M) = 0, then M admits a non-vanishing vector fields.

3.9.3 Parallelizable Manifolds
An n-manifoldM is said to be parallelizable if there exist (global) vector fields
X1, . . . , Xn such that they are linearly independent at each point ofM . ThusM
is parallelizable if and only if the tangent bundle is trivial, i.e., TM ≃ M × Rn
over M .14 In this case, X(M) ≃ C∞(M)n as vector spaces over R (but not
necessarily as Lie algebras).

Every Lie group is parallelizable. In particular,
S1 = {z ∈ C | |z| = 1}

and
S3 = {q ∈ H | |q| = 1}

are parallelizable, since Sn is a Lie group if and only if n = 0, 1, 3.15 For instance,
the vector fields

Iq := iq, Jq := jq, Kq := kq (q ∈ S3)

are mutually perpendicular unit vector fields on S3.
In 1958, Michel Kervaire, and independently by Raoul Bott and John Milnor,

proved that Sn is parallelizable if and only if n = 1, 3, 7.
To see that S7 is parallelizable, octonions (or octaves) may help us (cf. Ap-

pendix):
S7 = {u ∈ O | |u| = 1}.

Given a unit vector u in O, the vectors
uei (i = 1, . . . , 7)

are mutually perpendicular unit tangent vectors of the sphere S7 at u. This
shows that S7 is parallelizable.

14The meaning of ‘≃’ will be made clear soon.
15If G is a compact connected Lie group with H1(G,R) = {0}, then H3(G,R) ̸= {0}.
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3.10 Cotangent Vectors
For f ∈ C∞(M), the differential16 of f at p ∈M , denoted by dfp, is the collection
of all directional derivatives of f at p, i.e., dfp is a (linear) map from TMp into
R such that

dfp(v) := dv(f), v ∈ TMp.

Thus we get a map
df :M → TM∗

where
TM∗ :=

⨿
p∈M

TM∗
p

is the cotangent bundle ofM , which is the collection of the dual space TM∗
p of

TMp for all p ∈M .

Proposition 3.10.0.1 Let x : U → Rn be a chart on M . The for each p ∈ U ,
{dx1p, . . . , dxnp} is a basis for TM∗

p . If f ∈ C∞(U), then

df =
∑ ∂f

∂xi
dxi

on U .

3.10.1 Exercises
(i) Let f ∈ C∞(M). Show that p ∈ M is a critical point of f if and only if

dfp = 0.
(ii) Show that the cotangent bundle TM∗ of M is a smooth manifold in a

canonical way.
(iii) On amanifoldM and f ∈ C∞(M), df = 0 implies that f is locally constant.
(iv) Show that if f is a smooth function on a compact manifold, then df van-

ishes at some point.

3.10.2 Differential 1-Forms
A smooth section of the cotangent bundle TM∗ →M is called a covector field
or a differential 1-form on M . The collection of all 1-forms on M will be
denoted by

Ω1(M)

16More generally, if V is a vector space and f : M → V is a V -valued C∞ map on M , then
we have a “V -valued differential” dfp : TMp → V . For instance if z : M → C is a complex
valued function with x and y as real and imaginary parts, then

dz = dx+ idy.
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which is a C∞(M)-module.
Note that if ω ∈ Ω1(M) and x : U → Rn is a chart on M , then ω|U =∑n
i=1 fidx

i for some fi ∈ C∞(U).

3.10.2.1 Covector fields on Rn

If x is the standard coordinate system on R, then every 1-form on R is of the
form

f(x) dx

for some function f on R.

Let U be an open subset of Rn. Then with the standard coordinate system,
every 1-forms on U is of the form

ω = f1 dx
1 + · · ·+ fn dx

n

for some smooth functions f1, . . . , fn on U .

In general, if M is a parallelizable manifold, then there exist global vector
fields X1, . . . , Xn on M which are linearly independent everywhere. Now let
θ1, . . . , θn be the dual forms. Then every 1-form on M is a linear combination
of these. Thus

Ω1(M) ≃ C∞(M)n.

3.10.2.2

Let
X(M)∗ := Hom C∞(M)(X(M), C∞(M)).

Lemma 3.10.2.3 Let X be a vector field on M which vanishes at some point
p in M . If l ∈ X(M)∗, then l(X)p = 0.

Proof. Suppose X = 0 in a neighborhood U of p. Then take a bump function
f which is identically equal to 1 in a neighborhood of p and supported in U .
Then fX is a global vector field on M which is identically equal to 0. Thus
0 = l(fX) = f l(X). In particular, by applying p, we have 0 = l(X)p.

From this observation, we know that if Y ∈ X(M) andX = Y in a neighbor-
hood of p, then l(X)p = l(Y )p.

Now we consider the original question. Take a local chart x = (x1, . . . , xn)
defined on an open neighborhood U of p. Then on U , X =

∑
f i ∂
∂xi for some

smooth functions f i on U , which vanish at p. Now extend, for each i, f i and
∂
∂xi to a global function f̃ i and a global vector field Yi, respectively, so that they
preserve the original near p. Then

l(X)p = l
(∑

f̃ iY i

)
p
=
∑

f̃ i(p) l(Yi)p = 0.

□
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Proposition 3.10.2.4
Ω1(M) ≃ X(M)∗

as C∞(M)-modules.

Theorem 3.10.2.5 The differential

d : C∞(M) → Ω1(M)

is a derivation.

3.10.3 Canonical 1-form on cotangent bundle
The total space of the cotangent bundle π : TM∗ →M has a canoniccal 1-form
α which is defined by

α(v) := a(π∗v)

for any tangent vector v of TM∗ at a ∈ TM∗. If x = (x1, . . . , xn) is a local
coordinate system near p := π(a), then a =

∑n
i=1 ai dx

i for some scalars ai and
hence obtain a local coordinate system

(x1, . . . , xn, ẋ1, . . . , ẋn)

for the cotangent bundle, where ẋi are local functions on the cotangent bundle
given by

ẋi(a) := a

(
∂

∂xi

)
= ai.

(We regard xi as functions defined on the total space.) Then

α =

n∑
i=1

ẋi dxi.

3.10.4 Naturality of Differential
A smooth map F : M → N induces a linear map TFp : TMp → TNF (p) and
hence its dual map TF ∗

p : TN∗
F (p) → TM∗

p . Thus we have a linear map

F ∗ : Ω1(N) → Ω1(M)

defined by
(F ∗(ω))p(v) := ωF (p)(TFp(v))

for ω ∈ Ω1(N) and v ∈ TMp.17

17Although we have a smooth map TF : TM → TN (not a map F∗ : X(M) → X(N)
unless F is a diffeomorphism), we do not have a map TF ∗ : TN∗ → TM∗ unless F is a
diffeomorphism.
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Proposition 3.10.4.1 For a smooth map F :M → N ,

F ∗(fω) = (F ∗f)(F ∗ω), F ∗(df) = d(F ∗f)

for any f ∈ C∞(N) and ω ∈ Ω1(N).

C∞(M)
d−−−−→ Ω1(M)

F∗

x xF∗

C∞(N) −−−−→
d

Ω1(N)

3.10.4.2 Exercises

(i) Consider the 1-form
ω := x dy − y dx

on R2, and the exponential map
ϵ : R → S1, θ 7→ (cos θ, sin θ).

Show that
(inc ◦ ϵ)∗(ω) = dθ

where inc : S1 ↪→ R2 is the inclusion map.
(ii) Let

S+ := S1 − {(1, 0)}, S− := S1 − {(−1, 0)}, S0 := S+ ∩ S−.

On S1, we have “angle functions”
θ+ : S+ → (0, 2π), θ− : S− → (−π, π).

Show that dθ+ = dθ− on S0. Thus dθ+ and dθ− defines a global 1-form
σ on S1. Show that there exists no function θ on S1 whose differential is
equal to σ. Show that if inc : S1 ↪→ R2

∗ denotes the inclusion map, then

σ = inc∗
(
xdy − ydx

x2 + y2

)
.

Show that
Ω1(S1) = C∞(S1)σ.

(iii) Consider the map
φ : R2 → R2, (r, θ) 7→ (x, y) = (r cos θ, r sin θ).

Compute φ∗(x dy − y dx).
(iv) Find a 1-dimensional submanifold S of R2 such that inc∗(xdx+ ydy) = 0,

where inc : S → R2 denotes the inclusion map.
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3.11 Lie Algebras of Lie Groups
3.11.1 Invariant Vector Fields on Lie Groups
Let G be a Lie group. A vector fieldX on G is said to be left invariant if for any
a ∈ G,

La∗(X) = X,

i.e., Xg = (TLa)g(Xg) = Xag for any g ∈ G, i.e., Xa = (TLa)∗(Xe).
Clearly a left invariant vector field on G is determined by its value at the

identity element. Conversely, every left invariant vector field on G is obtained
from a vector at the identity element: Let Lie(G) be the tangent space ofG at the
identity element e. Then for each v ∈ Lie(G), the vector field vL on G defined
by

(vL)g := (TLg)e(v) (g ∈ G)

is a left invariant smooth18 vector field on G.
Thus Lie(G) is isomorphic to the space XL(G) of left invariant vector fields.

Since XL(G) is a Lie subalgebra of X(G), Lie(G) becomes THE Lie algebra of G.
If v1, . . . , vn is a basis for Lie(G), then the vector fields

vL1 , . . . , vLn

are linearly independent everywhere and hence we have the Maurer-Cartan
isomorphism

TG ≃ G× Lie(G).

Similarly, a vector field X on G is said to be right invariant if for any a ∈ G,
Ra∗(X) = X,

i.e., (TRa)g(Xg) = Xga for any g ∈ G, i.e., Xa = (TRa)∗(Xe). Thus Lie(G) is
isomorphic to the spaceXR(G) of right invariant vector fields. XR(G) is also a Lie
subalgebra of X(G). The inversion map I : G→ G induces linear isomorphism

I : XL(G) ≃ XR(G).

Note that
[I(X), I(Y )] = −I[X,Y ].

Lemma 3.11.1.1 Let f : G → H be a Lie group homomorphism, and let
v ∈ Lie(G). If V is the left invariant vector field on G with Ve = v and if W is a
left invariant vector field on H with We = f∗(v), then V and W are f -related.

Lemma 3.11.1.2 Let H be a Lie subgroup of a Lie group G. Then Lie(H) is
a Lie subslgebra of Lie(G).

18If v = c′(0) for some smooth curve c : R → G, then
G× R → G×G → G, (g, t) 7→ g · c(t)

is smooth and hence vL is smooth.
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3.11.2 The Lie algebra of the general linear group

For a = (aij) ∈ gl(n,R), let xij(a) = aij . Then (xij)i≤i,j≤n form a coordinate
system on gl(n,R). Now for a ∈ gl(n,R) = T GL(n,R)1n , let A be the left
invariant vector field on GL(n,R) with A(1n) = a. Then for g ∈ GL(n,R),

A(g) = ga

or
A =

∑
i,j,k

xija
j
k

∂

∂xik
.

Similarly, if B is the left invariant vector field on GL(n,R) with B(1n) = b =
(bij) ∈ gl(n,R) = T GL(n,R)1n , then

B =
∑
i,j,k

xijb
j
k

∂

∂xik
.

Now AB(xpq) = A(
∑
l x
p
l b
l
q) =

∑
l,i x

p
i a
i
lb
l
q and BA(xpq) =

∑
l,i x

p
i b
i
la
l
q. Thus

[A,B](xpq) =
∑
i,l

xpi (a
i
lb
l
q − bila

l
q).

This implies that
[A,B] =

∑
p,q,i,l

xpi (a
i
lb
l
q − bila

l
q)

∂

∂xpq

and the value of [A,B] at 1n = (δij) is

∑
q,i,l

(ailb
l
q − bila

l
q)

∂

∂xiq
.

Thus the Lie bracket [a, b] of a, b ∈ gl(n,R) = Lie(GL(n,R)) is

[a, b] = ab− ba.

3.11.2.1 Exercises

1. Check the Lie algebra of the unitary group U(n).

2. For a, b ∈ gl(n,R), letA,B be the right invariant vector fields on GL(n,R).
Then

[A,B]e = −[a, b].



3.11. LIE ALGEBRAS OF LIE GROUPS 97

3.11.3 Maurer-Cartan Form
Let G be a Lie group. Then a vector field X on G is said to be left invariant if
for any g ∈ G, (Lg)∗X = X, i.e.,

X(gh) = Lg∗(X(h)) (3.5)

for any g, h ∈ G. The above equation implies that a left invariant vector field
is completely determined by its value at a single point. Thus we have a linear
isomorphism between the tangent space TGe of G at the neutral element e of G
and the linear space of left invariant vector fields on G. Since

Lg∗[X,Y ] = [Lg∗X,Lg∗Y ]

for g ∈ G and X,Y ∈ X(G), the space of left invariant vector fields is a Lie
subalgebra of X(G). Hence we obtain a Lie algebra structure on TGe, which is
the Lie algebra of G and denoted by LieG.

The left translation induces an isomorphism
θg : TGg ≃ LieG for g ∈ G.

This Lie algebra valued 1-form θ on G is the (left-invariant) Maurer-Cartan
form of G.

3.11.3.1 Exercise

Let e1, . . . , en be a basis for TGe, and let ϵ1, . . . , ϵn be the left invariant 1-forms
on G such that ϵie(ej) = δij . Show that

θ =

n∑
i=1

ϵiei.

3.11.4 Serret-Frenet Formula
Let c : I → Rn be a curve in Rn defined on some open interval I ⊂ R, and let
e1, . . . , en be orthonormal vector fields along19 c. Thus we have a curve

e(t) := (e1(t), . . . , en(t))

in the orthogonal group O(n). The derivative e′j(t) is a linear combination of
e1(t), . . . , en(t);

e′j(t) =

n∑
i=1

ei(t)a
i
j(t)

19A vector field X along a smooth map f : N → M is an assignment
N ∋ p 7→ X(p) ∈ TMf(p).

Locally, for some chart y on M , X(p) =
∑

i a
i(p) ∂

∂yi |f(p). Then X is C∞ if and only if ai’s
are C∞.
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or e′(t) = e(t)A(t), which is a tangent vector of O(n) at e(t). Thus

e(t)−1e′(t) = A(t)

is a tangent vector ofO(n) at the identity element. ThusA(t) is a skew-symmetric
matrix.

In fact, if G is a Lie group, I is an open interval and

A : I → Lie(G)

is a piecewise differentiable curve, then there exists a piecewise differentaible
curve

a : I → G

such that
a(t)−1a′(t) = A(t)

for all t ∈ I.20

3.11.5 Exercises
(i) Consider

SU(2) =

{
q̂ =

(
z w

−w z

)∣∣∣∣ z, w ∈ C, |z|2 + |w|2 = 1

}
≃ {q = z + wj ∈ H | qq = 1} = S3.

Note that the map

f : C2 → H,
(
a
b

)
7→ a− b̄j = a− jb

is an isomorphism between right C-vector spaces and for any q ∈ S3

q̂

(
a
b

)
= f−1

(
q f

(
a
b

))
.

Show that

I =

(
i 0
0 −i

)
, J =

(
0 1
−1 0

)
, K =

(
0 i
i 0

)
is a basis for the Lie algebra su(2) of SU(2). Show that

[I, J ] = 2K, [J,K] = 2I, [K, I] = 2J.

20cf. Nomizu, p.29
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(ii) Note that the tangent space of S3 ⊂ H at the identity element is

imH := {xi + yj + zk | x, y, z ∈ R}.

Let I, J,K be the left invariant vector fields associated to the tangent vec-
tors i, j,k, respectively.21 Show that

[I, J ] = 2K, [JK] = 2I, [K, I] = 2I.

(iii) Show that TS3 is diffeomorphic to S3 × R3. Show that TP3 ≃ P3 × R3.

21Thus for any q ∈ S3, Iq = qi, Jq = qj, Kq = qk.
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3.12 Riemannian Metric
A Riemannian metric on a smooth manifold M is an assignment to each point
p ∈M an inner product

gp = ⟨ , ⟩p ∈ (TMp ⊗ TMp)
∗ = TM∗

p ⊗ TM∗
p

such that for any X,Y ∈ X(M), the map

⟨X,Y ⟩ :M → R, p 7→ ⟨X(p), Y (p)⟩p

is smooth.
Locally, for a coordinate system x1, . . . , xn, let

gij(p) :=

⟨
∂

∂xi

∣∣∣∣
p

,
∂

∂xj

∣∣∣∣
p

⟩
p

, 1 ≤ i, j ≤ n.

Then gij is C∞ and the matrix (gij(p)) is (symmetric and) positive definite. We
also have

g =
∑
i,j

gij dx
i ⊗ dxj .

Thus a Riemannian metric is a “smooth section of the vector bundle”22 TM∗ ⊗
TM∗.

3.12.0.1 Submanifolds

Note that a submanifold of a Riemannianmanifold inherits a Riemannianmetric.
E.g., the sphere Sn has a canonical metric induced from Rn+1.

3.12.0.2 Exercise

Describe a Riemannian metric on Rn induced from the stereographic projection
from Sn.

3.12.1 Existence of a Riemannian metric
Locally, there exists a Riemannian metric. Thus we have an open cover {Uα} of a
manifoldM and a Riemannian metric gα on Uα for each α. Take a C∞ partition
{ρα} of unity subordinate to {Uα}. Then

g :=
∑
α

ραgα

is a Riemannian metric on M . This proves, in fact, that on any vector bundle,
there exists a Euclidean structure.

22This concept will be explained in chapter 5.
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3.12.2 Musical Isomorphism
A Riemannian metric induces ``musical isomorphisms''

♭ : TM → TM∗, ♯ = ♭−1 : TM∗ → TM

♭ : X(M) → Ω1(M), ♯ = ♭−1 : Ω1(M) → X (M).

Hence for a vector field X onM , the 1-form ♭(X) is characterized by
♭(X)(Y ) = ⟨X,Y ⟩ , ∀Y ∈ X(M).

Locally, if X =
∑
Xi ∂

∂xi , then ♭(X) =
∑
Xidx

i, where

Xi =

n∑
j=1

gijX
j .

Similarly, for a 1-form ω onM , a vector field ♯ω is characterized by
ω(Y ) = ⟨♯ω, Y ⟩ , ∀Y ∈ X(M).

Locally, if ω =
∑
ωidx

i, then ♯ω =
∑
ωi ∂

∂xi , where

ωi =

n∑
j=1

gijωj

and (gij) is the inverse matrix of (gij).

3.12.2.1 Exercise

Let (V, g) be a finite dimensional inner product space, and let ♭ : V → V ∗

be the musical isomorphism. Let g∗ be the inner product on V ∗ such that ♭ is
an isometry. Show that, if e1, . . . , en is a basis for V , e1, . . . , en the dual basis,
gij = g(ei, ej) and gij = g∗(ei, ej), then (gij) is the inverse matrix of (gij).
In particular, if e1, . . . , en is an orthonormal basis for V , then e1, . . . , en is an
orthonormal basis for V ∗.

3.12.3 Gradient Vector Field
For a smooth function f on M , the gradient of f with respect to the Rie-
mannian metric g is a vector field onM defined by

∇f := ♯(df).

In other words,
g(grad f,X) = df(X)

for any X ∈ X(M).
Locally,

∇f = ♯

(∑ ∂f

∂xi
dxi
)

=
∑
i,j

gij
∂f

∂xi
∂

∂xj
.
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3.12.3.1 Exercise

Let M be a submanifold of a Riemannian manifold (M̃, g̃). Then M inherits a
metric g from g̃. For a tangent vector v of M̃ at a point p ∈ M , let v⊥ be the
orthogonal projection of v to the tangent space TMp ofM . Let f̃ : M̃ → R be a
smooth function and let f = f̃ ↾M . Show that

grad f(p) = (grad f̃(p))⊥.

3.12.4 Lagrange Multiplier
Let M be a Riemannian manifold. Let f : M → R be a C∞ function and let
φ = (φ1, . . . , φk) : M → Rk be a smooth function woth o ∈ Rk as a regular
value so that S := φ−1(0) is a (non empty) submanifold of M of codimension
k. Show that if p ∈ S is a critical point of the restriction map f |S : S → R, then
∇f(p) is a linear combination of ∇φ1(p), …, ∇φk(p).

3.12.5 Induced Metric
If φ : N →M is an immersion and g is a Riemannian metric onM , then

(φ∗g)q(v, w) := gφ(q)(Tφqv, Tφqw), v, w ∈ TNq

defines a Riemannian metric φ∗g on N .
IfN is equipped with a Riemannian metric h and φ is a diffeomorphism such

that φ∗g = h, then φ is called an isometry. Isometires preserve angles.

3.12.5.1 Exercise

On the upper half plane

H := {(x, y) ∈ R2 | y > 0} = {z ∈ C | Im z > 0}

consider a Riemannian metric

g :=
1

y2
(dx⊗ dx+ dy ⊗ dy).

Note that the special linear group

SL(2,R) :=
{
A =

(
a b
c d

)
: detA = 1

}
acts on H :

A : z 7→ az + b

cz + d
.

Show that each A ∈ SL(2,R) acts as an isometry on H.
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3.12.6 Length of a curve
Let γ : [a, b] → M be a piecewise C1 map23 into a connected Riemannian mani-
fold (M, g). Then the length of γ is

L(γ) :=

∫ b

a

|γ′(t)|dt.

The distance between two points p, q ∈M is

distg(p, q) := inf{L(γ) | γ : [0, 1] →M, piecewise C1, γ(0) = p, γ(1) = q}.

As an example, let's computer the distance between two points ai, bi in the
upper half plane H, where a, b are real numbers with 0 < a < b.

Let γ(t) = ti for a ≤ t ≤ b. Then γ′(t) = i and |γ′(t)|H = 1
t . Thus

L(γ) =

∫ b

a

dt

t
= log b

a
.

Thus dist(ai, bi) ≤ log b
a . Now we claim that γ is the shortest path, i.e.,

dist(ai, bi) = log b
a
.

For if
µ(t) = x(t) + y(t)i (x(t), y(t) ∈ R)

is a new path with µ(0) = ai and µ(1) = bi, then µ′(t) = x′(t) + y′(t)i and
|µ′(t)|H ≥ |y′(t)|

y(t) ≥ y′(t)
y(t) . Thus

L(µ) ≥
∫ 1

0

y′(t)

y(t)
dt = log y(t)

∣∣1
0
= log b

a
.

This shows the claim.

3.12.6.1 Exercise

Show that distg is a metric onM and the induced topology onM is equal to the
original topology.

3.12.7 Invariant Metrics on Lie Groups

23A map γ : [a, b] → M is piecewise C1 if it is continuous and there is a partition a = t0 <
t1 < · · · < tk = b such that γ|[ti−1, ti] → M is C1 for i = 1, . . . , k.



104 CHAPTER 3. TANGENT AND COTANGENT VECTORS

3.13 Complex Manifolds
3.13.1 Holomorphic functions of one-variable
Let C be the field of complex numbers. With respect to the standard coordi-
nate system z = x + yi, where x and y are the real and imaginary parts of z,
respectively, let

∂

∂z
:=

1

2

(
∂

∂x
− i ∂

∂y

)
,

∂

∂z̄
:=

1

2

(
∂

∂x
+ i ∂

∂y

)
.

A complex valued C1 function f defined on an open subset U of C is said to
be holomorphic if it satisfies the Cauchy-Riemann equation

∂f

∂z̄
= 0.

In this case, we have
∂f

∂z
(z0) = lim

z→z0

f(z)− f(z0)

z − z0
for all z0 ∈ U .
Theorem 3.13.1.1 (Chain Rule in One Variable) Let f, g : C 99K C be
C1 maps. We express them with variables so that w = f(z) and u = g(w).
Then

∂u

∂z
=
∂g

∂w

∂w

∂z
+
∂g

∂w̄

∂w̄

∂z
,

∂u

∂z̄
=
∂g

∂w

∂w

∂z̄
+
∂g

∂w̄

∂w̄

∂z̄
.

Corollary 3.13.1.2 The composition of two holomorphic functions is holo-
morphic.

3.13.2 Holomorphic functions of several variables
Let n be a positive integer. Then we have the identification

Rn ≃ Cn, (x1, y1, . . . , xn, yn) 7→ (x1 + y1i, . . . , xn + yni).

Let (z1, . . . , zn) be the standard, i.e., the identity coordinate system on Cn.
We have the corresponding real coordinate system (x1, y1, . . . , xn, yn). Then

∂

∂zα
:=

1

2

(
∂

∂xα
− i

∂

∂yα

)
,

∂

∂z̄α
:=

1

2

(
∂

∂xα
+ i

∂

∂yα

)
(α = 1, . . . , n).

A complex valued function f defined on an open subset of Cn is called holo-
morphic if it satisfies the Cauchy-Riemann equation

∂f

∂z̄α
= 0 (α = 1, . . . , n).

A map f = (f1, . . . , fm) : Cn 99K Cm is holomorphic if component functions
f1, . . . , fm are holomorphic.

A bijective map f from an on subset of Cn onto an open subset of Cn is called
biholomorphic if f−1 is also holomorphic.
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Theorem 3.13.2.1 (Chain Rule in General)

Corollary 3.13.2.2 The composition of two holomorphic maps are holomor-
phic.

3.13.3 Complex Manifolds
A holomorphic atlas on a topological manifoldM of dimension 2n is a topolog-
ical atlas A onM such that for any z, w ∈ A, the map

z ◦ w−1

is biholomorphic.
A topological 2n-manifoldM together with a maximal holomorphic structure

is called a complex manifold of (complex) dimension n.
A complex manifold of (complex) dimension 1 is called a Riemann surface.

3.13.3.1 Automorphism group

The group of biholomorphic self maps on a complex manifoldM is denoted by
Aut(M). Then

Aut(C) = {az + b | a ∈ C×, b ∈ C}.

Let H be the upper half plane. Then

Aut(H) =

{
az + b

cz + d

∣∣∣∣ a, b, c, d,∈ R, ad− bc = 1

}
=: PSL(2,R).

3.13.3.2 Complex Projective Spaces

The complex projective line P1(C) is a topological sphere, and

Aut(P1(C)) =
{
az + b

cz + d

∣∣∣∣ a, b, c, d,∈ C, ad− bc = 1

}
=: PSL(2,C).

3.13.3.3 Elliptic Curves

Let a and b be complex numbers with

4a3 + 27b2 ̸= 0.

Then the curve

E := {(x, y) ∈ C | x3 + ax+ b− y2 = 0} ⊂ C2 ≃ C2 × {1} ⊂ P2(C)

is a connected Riemann surface, whose compactification

Ē := {[x, y, z] ∈ P2(C) | x3 + axz2 + bz3 − y2z = 0}
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is a torus. To see this, note that

Ē = E ∪ {p∞} ⊂ P2(C)∗

where p∞ = [0, 1, 0] and P2(C)∗ := P2(C)− {[1, 0, 0]}. The projection map

π : C2 → C, (x, y) 7→ y

extends to the projection

π̄ : P2(C)∗ → P1(C), [x, y, z] 7→ [y, z].

Now consider the surjection

Ē ↪→ P2(C)∗ → P1(C).

E −−−−→ Ēy y
C −−−−→ P1(C)

The point-at-infinity ∞ := [1, 0] ∈ P1(C) is covered by the point-at-infinity
p∞ ∈ Ē.

If a ̸= 0, then there are four points y1, y2, y3, y4 in C which are doubly cov-
ered. All other points in C are triply covered.

If a = 0, then there are two points y1, y2 in C which are simply covered. All
other points in C are triply covered.

In any case, we can see that the Euler characteristic of Ē is

χ(Ē) = 0

and hence Ē is a torus.

3.13.4 Almost Complex Structure
Any complex manifold M is a smooth manifold. The tangent bundle TM has
the canonical automorphism

I : TM → TM, I2 = − id (3.6)

which sends
∂

∂xα
7→ ∂

∂yα
,

∂

∂yα
7→ − ∂

∂xα
(α = 1, . . . , n)

where (x1, y1, . . . , xn, yn) is the real chart corresponding to a holomorphic chart
(z1, . . . , zn) onM .
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In general, on a smooth 2n-manifold M , an automorphism I of the tangent
bundle satisfying the relation (3.6) is called an almost complex structure. A
smooth manifold together with an almost complex structure is called an almost
complex manifold.

An almost complex structure I onM is said to be integrable if theNijenhuis
tensor N : TM ⊗ TM → TM defined by

N(X,Y ) := [IX, IY ]− I[IX, Y ]− I[X, IY ]− [X,X], (X,Y ∈ X (M)

is identically equal to zero.

Theorem 3.13.4.1 (Newlander and Nirenberg (1956)) An almost com-
plex manifold (M, I) is a complex manifold if and only if I is integrable.

3.13.4.2

The 4-sphere S4 has no almost complex structure [Steenrod].

3.13.4.3 S6

For n ̸= 6, the sphere Sn has a complex structure if and only if n = 0, 2. (cf.
Chern, p.77)

Let I be the 7-dimensional space of pure imaginary octonions. Then for the
sphere

S6 := {u ∈ I | |u| = 1}

the endomorphsm
I : TS6 → TS6, Iu(v) := uv

is an almost complex structure, which is not integrable.
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Chapter 4

Vector Fields and Flows

4.1 Integral Curves
Let X be a smooth vector field1 on a smooth manifold M and p ∈ M . Then a
smooth map c : I → M from an open interval I ⊂ R containing the origin 0 is
called an integral curve of X with the initial position p, if c(0) = p and

c′(t) = X(c(t))

for all t ∈ I. With a local chart (x1, . . . , xn), the above equation is a system of
ODE:

dci

dt
= f i(c1(t), . . . , cn(t)) (i = 1, . . . , n)

where ci = xi ◦ c and X =
∑
i(f

i ◦ x) ∂
∂xi .

4.1.0.1 Exercise

Show that if c(t) is an integral curve ofX, then c(−t) is an integral curve of−X.

4.1.1 Examples
1. Let

r = x1
∂

∂x1
+ · · ·+ xn

∂

∂xn

be the identity vector field (or, the Euler vector field) on Rn: r(x) = x
for x ∈ Rn. Then for any x ∈ Rn

xt := etx

1A manifold together with a vector field on it is called a dynamical system.

109
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is the integral curve of r with the initial position x. Show the Euler rela-
tion: for any homogeneous function f on Rn of degree k

r(f) = kf.

In particular, on Rn∗

r(r) = r or r
r
(r) = 1

where r(x1, . . . , xn) =
√
x21 + · · ·+ x2n.

2. (Blowing up in finite time) Consider the vector field X(x) = x2 on R.2
Then

x(t) =
1

1− t
, −∞ < t < 1

is the integral curve of X with the initial position x(0) = 1.

0 1

Consider the vector field
Y (x) = 1− x2

on R. Then
x(t) = tanh(t)

is the integral curve of Y with the initial position 0.

-1 0 1

3. (Complete field) Consider a vector field X(x, y) = (y, x), i.e., X = y ∂
∂x +

x ∂
∂y on R2. Then (cosh t, sinh t), t ∈ R, is the integral curve of X with the

initial position (1, 0).
4. (Annihilator) Let ω be a 1-form on M , which annihilates a vector field X

on M , i.e., ω(X) = 0. Show that if c : I → M is an integral curve of X,
then c∗ω = 0.

5. (Periodic case) Let X = −y ∂
∂x + x ∂

∂y on the plane R2. Then c(t) :=

(cos t, sin t), t ∈ R, is the integral curve with the initial position (1, 0).
If we consider an annihilator ω = 2(xdx + ydy) = d(r2) of X, then the
image of c is a submanifold i : S ↪→ R2 such that

0 = i∗ω = i∗(d(r2)) = di∗(r2).

Thus S is a circle r = constant.
2We may write X = x2 d

dx
, if we prefer differential operators.
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4.1.1.1 Exercise

On R2 −{(0, 0)}, let X(x, y) = − (x,y)
(x2+y2)3/2

. Show that if c(t) = (x(t), y(t)) is an
integral curve of X, then the ratio x(t) : y(t) is constant. From this observation
conclude that

c(t) =
(
(1− 3t)1/3, 0

)
(−∞ < t < 1/3)

is the integral curve of X with the initial position (1, 0).

Theorem 4.1.1.2 Let X be a smooth vector field on M . Then

(1) For any p in M , there exists an integral curve c : I → M of X with the
initial position p.

(2) If c1 : I1 → M and c2 : I2 → M are integral curves of X with the same
initial position, then c1 = c2 on I1 ∩ I2.

(3) For any p in M , there exists a unique maximal integral curve3 cp : Ip →M
of X with the initial position p. In particular, we have Newton’s first law:
any integral curve with the nonzero initial velocity has always nonzero
velocity.

(4) Let
I :=

⨿
p∈M

Ip = {(p, t) ∈M × R | t ∈ Ip}.

and
Φ : I →M, (p, t) 7→ cp(t).

If s, t ∈ Ip, then s− t ∈ IΦ(p,t) and

Φ(Φ(p, t), s− t) = Φ(p, s).

(5) For each t ∈ R, let
Dt = {p ∈M | t ∈ Ip}.

Then
Φt : Dt → D−t, p 7→ Φ(p, t) (4.1)

is bijective. We have

Φt(Dt ∩ Ds+t) = D−t ∩ Ds, ∀t, s ∈ R

Φs ◦ Φt = Φs+t on Ds+t ∩ Dt, D0 =M , Φ0 = idM , and Φ−t = (Φt)
−1.

(6) I is open in M × R and Φ : I →M is smooth.

(7) For each t ∈ R, Dt is open in M and the map (4.1) is a diffeomorphism.
3 I.e., if c : I → M is an integral curve of X with the initial position p, then I ⊂ Ip and

c = cp ↾ I.



112 CHAPTER 4. VECTOR FIELDS AND FLOWS

(8) Let Ip := (−t−(p), t+(p)). Then t+, t− : M → (0,∞] are lower semi
continuous.

The collection {
Φt

∣∣∣∣− sup
p∈M

t−(p) < t < sup
p∈M

t+(p)

}
is called the local 1-parameter group of local diffeomorphisms of M gener-
ated by X, or simply the flow generated by X.4

4.1.1.3 Examples

1. (Rotation Fields) On R3, Let

Lz = −y ∂
∂y

+ x
∂

∂x
.

Then

Rz(t) :=

cos t − sin t 0
sin t cos t 0
0 0 1


is the 1-parameter family of diffeomorphisms generated by Lz.

2. (Linear Vector Fields) Let A = (aij) be an n×n real matrix. Define a vector
field

XA :=
∑
i,j

aijx
j ∂

∂xi

on Rn. Then for each p ∈ Rn,

c(t) := etAp

is the integral curve of XA. The map

Φt := etA : Rn → Rn

is a 1-parameter family of diffeomorphisms of Rn.
Note that for an n× n matrix B

[XA, XB ] = −X[A,B]

where [A,B] = AB −BA.
4X(M) is the tangent space of Diff(M) at the identity element.
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4.1.1.4 Remark

From the equation
d

dt
Φt(p) = XΦt(p)

we have
d

dt
(Φ∗

t f)(p) =
d

dt
f(Φt(p)) = XΦt(p)(f) = (Xf)(Φt(p)) = (Φ∗

t (Xf))(p)

for p ∈M and f ∈ C∞(M). Thus we have the equation
d

dt
Φ∗
t = Φ∗

t ◦X : C∞(M) → C∞(M).

From this we have, at least formally,

Φ∗
t =

∞∑
k=0

1

k!
(tX)k = etX .

Thus
f(Φt(p)) =

∑
k

tk

k!
(Xkf)(p).

For instance, if X = d
dx on R, then

f(p+ t) =
∑
k

tk

k!
f (k)(p)

for f ∈ Cω(R).

4.1.2 Complete Vector Fields
A vector field X on M is said to be complete if every maximal integral curve
of X with arbitrary initial position is defined for all t ∈ R. A complete vec-
tor field X on M generates a global 1-parameter group {Exp(tX) | t ∈ R} of
diffeomorphisms ofM .

Theorem 4.1.2.1 Every left invariant vector field on a Lie groupG is complete.
Every right invariant vector field on a Lie group G is complete.

4.1.2.2 Exercise

(0) Is the vector field x2 d
dx on R complete?

(i) Show that for a vector field X onM , if the domain I ⊂ R×M of the flow
Φ of X contains (−ϵ, ϵ)×M for some ϵ > 0, then X is complete.
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(ii) Let X be a vector field on a manifold M and let f be a smooth pos-
itive function on M . Show that the maximal integral curves Φ( , p) :
(−t−(p), t+(p)) → M and Φ̃( , p) : (−t̃−(p), t̃+(p)) → M of vector fields
X and X̃ := fX, respectively, with the initial position p ∈ M are the
reparametrizations of each other. Show that

t̃+(p) =

∫ t+(p)

0

dt

f(Φ(t, p))
, t̃−(p) =

∫ 0

−t−(p)

dt

f(Φ(t, p))
.

(iii) Let X be the left invariant vector field on SO(n) associated to a skew-
symmetric matrix x ∈ so(n). Show that

Φ(t, g) = g exp(tx), (t, g) ∈ R× SO(n)

is the flow on SO(n) generated by X.
(iv) Let X be a left invariant vector field on a Lie group G with Xe = x. Show

that
Exp(tX) = Rexp(tx) : G→ G,

where Exp(tX) is the flow on G generated by X.

4.1.2.3

For a vector field X onM , the support of X, denoted by suppX, is the closure
of {p ∈M | X(p) ̸= 0} inM .
Theorem 4.1.2.4 A vector field with compact support is complete. In partic-
ular, every vector field on a compact manifold is complete.

This theorem follows trivially from the next lemma.

4.1.2.5 Definition

Let −∞ ≤ a, b ≤ ∞. Then a curve c : (a, b) → M is said to tend to infinity
as t ↗ b, if for any compact subset K of M , there exists t0 ∈ (a, b) such that
t0 < t < b implies c(t) ̸∈ K. In this case we write

lim
t↗b

c(t) = ∞.

Similarly, we have a notion of
lim
t↘a

c(t) = ∞.

Lemma 4.1.2.6 Let X be a vector field on M and let c : (a, b) → M be a
maximal integral curve of X. If b <∞, then

lim
t↗b

c(t) = ∞.
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Proof. If not, then there exist a compact set K in M and an increasing
sequence {tk} tends to b such that c(tk) ∈ K and {c(tk)} converges, say, to p.
Now take an open neighborhood U of p and ϵ > 0 such that U × (−ϵ, ϵ) ⊂ I.
Then, for k large, c(tk) ∈ U and hence c(tk + ϵ) is defined. This contradicts the
maximality. □

Proposition 4.1.2.7 Let X be a vector field on M . Then there exists a C∞

positive function f on M such that fX is complete.

Proof. We may assume that M is connected. Take a compact exhaustion
{Ki}∞i=1 forM , i.e., each Ki is a compact subset ofM contained in the interior
IntKi+1 of Ki+1 andM = ∪Ki. Note that

Ki − IntKi−1 ⊂ IntKi+1 −Ki−2

and hence there exists a nonnegative smooth function ρi onM such that
ρi|(Ki − IntKi−1) = 1, supp ρi ⊂ IntKi+1 −Ki−2,

where K0 = K−1 = ∅. Note that, for each i, there exists ϵi > 0 such that
|t| ≤ ϵi ⇒ Φt(Ki) ⊂ Ki+1,

where Φt denotes the flow of X. Now define

f :=

∞∑
i=1

ϵiρi.

Then f is a smooth positive function onM . Now from the above exercise 5.1.(ii),
if p ∈ Ki, then

t̃+(p) =

∫ t+(p)

0

dt

f(Φ(t, p))
≥
∫ ϵi

0

dt

ϵi
= 1

and
t̃−(p) =

∫ 0

−t−(p)

dt

f(Φ(t, p))
≥
∫ 0

−ϵi

dt

ϵi
= 1.

Thus (−1, 1)×M is contained in the domain of the flow of fX. Thus again
by the exercise 5.1.(i), fX is complete. □

4.1.3 Singularities of Vector Fields
LetX be a vector field onM . Then a point p ∈M is called a singularity, singular
point, or a fixed point of X if X(p) = 0.

Regular (i.e., nonsingular) points of a vector field are not very interesting as
we can see in the following proposition.
Proposition 4.1.3.1 If p is a regular point of a vector field X on M , then
there exists a chart (x1, . . . , xn) at p such that X = ∂

∂x1 in a neighborhood of p.
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Proof. Since the statement is local we may assume that X is a vector field on
an open neighborhood U of the origin O in Rn. Without loss of generality we
may also assume that X(O) = (1, 0, . . . , 0). Let Φt be the flow of X and define

h(t1, . . . , tn) := Φt1(0, t2, . . . , tn)

for small (t1, . . . , tn) in U . Then h is a smooth map with h(O) = O and

D1h(t1, . . . , tn) = X(h(t1, . . . , tn)) (4.2)

and
Dih(O) = 1 (i = 2, . . . , n).

Thus h is a local diffeomorphism at the origin. Let x = h−1. Then the equation
(4.2) says that X = ∂

∂x1 . □

We will soon see a generalization of this proposition.
If ∇f denotes the gradient field of a function f on a Riemannian manifold

M , then a point p ∈M is a singularity of ∇f if and only if p is a critical point of
f .

Proposition 4.1.3.2 Let f be a smooth function on a Riemannian manifold
M . If p ∈M is a regular point of f , then f increases strictly along the integral
curve cp of the gradient field ∇f .

Proof. Note that
d

dt
f(cp(t)) =

⟨
∇f(cp(t)),

d

dt
cp(t)

⟩
= |∇f(cp(t))|2 ≥ 0,

where the inequality is strict since p is a regular point of ∇f . □

Proposition 4.1.3.3 Let M be a compact Riemannian manifold, f : M → R
be a smooth map whose critical points are isolated, and γ : R →M be a maximal
integral curve of grad f . Then limt→∞ γ(t) converges to a critical point of f .

4.1.3.4 Example (Tunnels)

On R3 = {(x, y, z)}, project the vector field − ∂
∂z onto the sphere S2 to get a

vector field5

X(x, y, z) = (0, 0,−1)− ((0, 0,−1) · (x, y, z))(x, y, z) = (xz, yz, z2 − 1)

on S2. Then the integral curve of X satisfies the equation

ẋ = xz, ẏ = yz, ż = z2 − 1.

5This is the gradient vector field of the height functionz on S2.
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We assume that the initial position is on the equator z = 0. Then

z(t) = − tanh t, −∞ < t <∞.

With r =
√
x2 + y2, we have

r2 = 1− z2 = sech2 t, i.e., r(t) = sech t.

Note that (x, y, 0)/r is constant and the integral curve is the great semi-circle
connecting the north and the south poles.
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4.2 Lie Derivatives
Let X be a vector field onM and let {Φt} be the flow generated by X. The Lie
derivatives LX(·) with respect to X are defined as follows;

If f ∈ C∞(M), then LXf ∈ C∞(M) is

LXf(p) =
d

dt

∣∣∣∣
0

f(Φtp) (p ∈M).

If Y ∈ X(M), then LXY ∈ X(M) is

(LXY )p =
d

dt

∣∣∣∣
0

(Φ−t)∗(YΦt(p)) (p ∈M).

If ω ∈ Ω1(M), then LXω ∈ Ω1(M) is

(LXω)p =
d

dt

∣∣∣∣
0

Φt
∗(ωΦt(p)) (p ∈M).

p

pt

Yp

Ypt

In other words,

LXf =
d

dt

∣∣∣∣
0

Φ∗
t f, LXY =

d

dt

∣∣∣∣
0

(Φ−t)∗Y, LXω =
d

dt

∣∣∣∣
0

Φ∗
tω.

Note that the Lie derivatives

C∞(M)
LX−→ C∞(M), X (M)

LX−→ X (M), Ω1(M)
LX−→ Ω1(M)

are all R-linear. More generally, since a vector field moves every “tensor field”
on M , Lie derivative LX is defined on the space of tensor fields, which will be
discussed in the next chapter.

Proposition 4.2.0.1 For f, g ∈ C∞(M), X,Y, Z ∈ X(M) and ω ∈ Ω1(M), Lie
derivatives satisfy the following relations;

(i) LXf = Xf

(ii) LXY = [X,Y ]

(iii) (LXω)(Y ) = LX(ωY )− ω(LXY )

In particular, we have
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(i-1) LX(fg) = (LXf)g + f(LXg)

(ii-1) LX(fY ) = (LXf)Y + f(LXY )

(ii-2) LX [Y, Z] = [LXY, Z] + [Y,LXZ], L[X,Y ](Z) = [LX ,LY ](Z)

(iii-1) LX(df) = d(LXf), LX(fω) = (LXf)ω + fLX(ω).

Proof. (i) is trivial.
(ii) Let p ∈ M . Then there exist a neighborhood U of p and ϵ > 0 such that

the flow ΦXt of X and the flow ΦYs of Y are defined on U , for |t| < ϵ and for
|s| < ϵ. We will show that for any f ∈ C∞(M),

(LXY )pf = [X,Y ]pf.

Note that
[X,Y ]pf = Xp(Y f)− Yp(Xf)

=
d

dt

∣∣∣∣
0

(Y f)(ΦXt (p))− d

ds

∣∣∣∣
0

(Xf)(ΦYs (p))

=
d

dt

∣∣∣∣
0

d

ds

∣∣∣∣
0

f(ΦYs Φ
X
t p)−

d

ds

∣∣∣∣
0

d

dt

∣∣∣∣
0

f(ΦXt ΦYs p).

On the other hand

LX(Y )pf =
d

dt

∣∣∣∣
0

((ΦX−t)∗Y )pf =
d

dt

∣∣∣∣
0

YΦX
t (p)(f ◦ ΦX−t)

=
d

dt

∣∣∣∣
0

d

ds

∣∣∣∣
0

f(ΦX−tΦ
Y
s Φ

X
t p)

=
d

ds

∣∣∣∣
0

(
d

dt

∣∣∣∣
0

f(ΦX−tΦ
Y
s p) +

d

dt

∣∣∣∣
0

f(ΦYs Φ
X
t p)

)
Thus L = [X,Y ].

Here is another proof.6 Take a smooth family of smooth functions gt on U
such that

f ◦ Φt = f + tgt

for |t| < ϵ. Then g0 = Xf and hence

(LXY )(f) =
d

dt

∣∣∣∣
0

((Φ−t)∗Y )(f) =
d

dt

∣∣∣∣
0

(Y (f ◦ Φ−t) ◦ Φt)

=
d

dt

∣∣∣∣
0

(Y (f − tg−t) ◦ Φt) =
d

dt

∣∣∣∣
0

Y (f) ◦ Φt − Y (g0)

= X(Y (f))− Y (X(f)).

(iii) The identities (iii-1) are easy. From these the third identity follows. This
completes the proof. □

6cf. Spivak
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4.2.0.2 Exercise

Show that
LfXω = fLXω + ω(X)df.

4.2.0.3

Note that if h(s, u) is a smooth function defined for (s, u) near (0, 0) such that
D2

1h(0, 0) = 0 = D2
2h(0, 0), then

(
d
dt

)2
0
(h(t, t)) = 2 ∂

∂s

∣∣
0

∂
∂u

∣∣
0
h(s, u).

Theorem 4.2.0.4 Given a vector field X,Y on M and a point p in M , let

h(t) := Exp−tY Exp−tX ExptY ExptX(p).

Then
h′(0) = 0,

1

2
h′′(0) = [X,Y ]p.

4.2.0.5

Let F : M → N be a diffeomorphism and let {Φt} be the flow generated by a
vector field X on M . Then {F ◦ Φt ◦ F−1} is the flow generated by the vector
field F∗X on N .

Theorem 4.2.0.6 Let X and Y be vector fields on M . Then [X,Y ] = 0 if and
only if ΦXt ◦ ΦYs = ΦYs ◦ ΦXt for small t, s ∈ R.

Proof. Since [X,Y ] = LXY , [X,Y ] = 0 if and only if (ΦXt )∗Y = Y for all t.
Since the flow generated by (ΦXt )∗Y is ΦXt ◦ ΦYs ◦ ΦX−t, we are done. □

Corollary 4.2.0.7 Let X1, . . . , Xk be vector fields on M such that [Xi, Xj ] = 0
for 1 ≤ i, j ≤ k. If X1(p), . . . , Xk(p) is linearly independent for some point
p ∈M , then there exists a coordinate system x = (x1, . . . , xn) in a neighborhood
U of p such that

Xj ↾ U =
∂

∂xj

for 1 ≤ j ≤ k.

Proof. Given a point p inM , take vector fieldsXk+1, . . . , Xn so thatX1, . . . Xk,
…, Xn is a frame in some neighborhood U of p. For some ϵ > 0, let ϕit be the
flow on U generated by the vector field Xi for i = 1, . . . , n, for |t| ≤ ϵ. Note that

ϕ1t1 , . . . , ϕktk

are commuting vector fields.
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Now consider the map
f(x1, . . . , xn) := ϕ1x1

◦ ϕ2x1
◦ . . . ϕnxn

(p)

for (x1, . . . , xn) ∈ (−ϵ, ϵ)× · · · × (−ϵ, ϵ). Then
∂

∂xa
f(x1, . . . , xn) = Xa(f(x1, . . . , xn)) (a = 1, . . . , k)

and
∂

∂xi
f(0, . . . , 0) =

d

dt

∣∣∣∣
0

ϕit(p) = Xi(p) (i = 1, . . . , n)

Thus f is a diffeomorphism in a neighborhood of the origin and hence its inverse
map (x1, . . . , xn) is a chart such that Xa = ∂

∂xa for a = 1, . . . k. □

See chapter 8 for the Frobenius Theorem.

4.2.1 Example
In R3 = {(x, y, z)}, let

X =
∂

∂x
+ y

∂

∂z
, Y =

∂

∂y
+ x

∂

∂z
.

Find all f ∈ C∞(M) such that X(f) = 0 and Y (f) = 0.

First Solution. Note that X and Y are linearly independent everywhere
and [X,Y ] = 0. Let

u = x, v = y, w = z − xy

or
x = u, y = v, z = w + uv.

Then
∂

∂u
= X,

∂

∂v
= Y,

∂

∂w
=

∂

∂z
.

Thus ∂f
∂u = 0 = ∂f

∂v implies
f = g(w) = g(z − xy)

for some function g onM .

Second Solution. Note that f is constant along the integral curves ofX and
Y . The integral curve ofX with the initial position (x0, y0, z0) is (t+x0, y0, ty0+
z0) and the integral curve of Y with the same initial position is (x0, t+ y0, tx0 +
z0). These curves form a surface

S : z − xy = z0 − x0y0
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and X,Y are tangent to S. Thus f = g(z − xy) for some g ∈ C∞(M).

Third Solution. Let ω be a 1-form ``perpendicular'' to X and Y , e.g.,

ω = −ydx− xdy + dz.

(Observe that (1, 0, y) × (0, 1, x) = (−y,−x, 1).) If ι : S → R4 is the surface
(or the integral submanifold) generated by X and Y , then ι∗ω = 0. But ω =
d(z − xy) and hence

S = {z − xy = const.}



Chapter 5

Vector Bundles

A (smooth) map π : E →M is a vector bundle over M of rank r if
(1) each fiber Ep := π−1(p), p ∈ M , is a (real) vector space of dimension r,

and
(2) each point inM has an open neighborhood U and a diffeomorphism

φ : E|U := π−1(U) → U × Rr,

called a local trivialization or a (vector) bundle chart, such that proj1 ◦φ =
π and φ|Ep → {p} × Rr is a linear isomorphism.

A collection {φα : π−1(Uα) → Uα × Rr} of bundle charts is called a bundle
atlas if {Uα} coversM .

5.0.0.1 Exercises

(i) Let {φα : E|Uα → Uα × Rr} be a bundle atlas of a vector bundle E over
M . Show that the transition maps φαβ : Uα ∩ Uβ → GL(r,R) defined by

φα ◦ φ−1
β (p, v) := (p, φαβ(p)v) for (p, v) ∈ (Uα ∩ Uβ)× Rr (2.1)

are smooth. Show that

φαβ ◦ φβγ = φαγ on Uα ∩ Uβ ∩ Uγ

for any indices α, β, γ. In particular,

φαα = 1r, φαβ = φ−1
βα.

(ii) Suppose that E is an abstract set together with a map π : E → M . Sup-
pose, for some open cover {Uα} ofM , there exist bijections

φα : π−1(Uα) → Uα × Rr

123
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such that proj1 ◦φα = π, for all α. If there exists a smooth map

φαβ : Uα ∩ Uβ → GL(r,R)

for each indices α, β satisfying (2.1), then there exists a unique topology
and a unique differentiable structure on E such that π is smooth and φα's
are diffeomorphisms. Moreover each fiber of E is a vector space of dimen-
sion r and π : E →M is a vector bundle.

(iii) The set of all sections of a vector bundle E overM will be denoted by

Γ(M,E)

Show that Γ(M,E) is canonically a module over C∞(M).

5.0.0.2 Examples

(i) The tangent and cotangent bundles of a manifold are vector bundles.
(ii) For a real vector space V , the projection map M × V → M is a vector

bundle, called a product bundle. This bundle will be denoted by VM . A
section of the product bundle VM →M is just a V -valued C∞ function on
M :

Γ(M,VM ) ≃ C∞(M)⊗R V

5.1 Vector Bundle Homomorphism
Let π : E → M and ψ : F → M be vector bundles over the same base space
M . Then a map f : E → F between the total spaces is called a vector bundle
homomorphism if ψ ◦ f = π and the restriction map f ↾ Ep → Fp is linear for
each p inM .

Two (vector bundle) homomorphisms can be composed and there exist iden-
tity homomorphisms and isomorphisms.

A vector bundle isomorphic to a product bundle is called a trivial bundle.
The tangent bundle of a Lie group is trivial.

5.1.0.1

The tangent bundle of S2n is non trivial, since every vector field on S2n has a
singularity.

5.1.0.2 Exercises

(i) A vector bundle E is trivial if and only if there exist (global) sections
s1, . . . , sr of E such that s1(p), . . . , sr(p) is a basis of Ep for each p ∈ M .
Such an r-tuple (s1, . . . , sr) is called a (global) frame for E.
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(ii) Let {φα : E|Uα → Uα × Rr} be a bundle atlas for a vector bundle E over
M . Then each φα defines a local frame sα = (sα1 , . . . , s

α
r ) for E over Uα

by pulling back the canonical frame for Uα × Rr → Uα. Conversely, any
local frame sα for E over Uα defines a local trivialization φα. Show that
for any indices α, β,

sβ = sα · φαβ on Uα ∩ Uβ

where {φαβ} are the transition maps for {φα}. Note that if ξ is a C∞

section of E, then

ξ|Uα =

r∑
i=1

ξiαs
α
i = sαξα (4.1.1)

for some ξα =

ξ
1
α...
ξrα

 ∈ C∞(Uα,Rr) = C∞(Uα) ⊗ Rr. Show that for any

indices α, β

ξα = φαβξβ on Uα ∩ Uβ . (4.1.2)

Conversely, suppose we are given ξα ∈ C∞(Uα,Rr) for each α such that
(4.1.2) is true for any indices α, β. Then {ξα} defines a unique global
section ξ for E such that (4.1.1) is true.

(iii) A Euclidean structure on a vector bundle E over aM is a smooth assign-
ment to each point p ∈ M an inner product ⟨ , ⟩ on Ep. Show that there
exists a Euclidean structure on every vector bundle over a (paracompact)
manifold.

5.2 Pull-back Bundle

Let E be a vector bundle overM . For a smooth map ψ : N →M , the pull back
bundle of E by ψ is the bundle

ψ∗E := {(q, e) ∈ N × E | e ∈ Eψ(q)}

over N . If s is a local section of E defined over an open subset U of M , then
ψ∗s is a section of ψ∗E defined over the open subset ψ−1(U) ofN . In particular,
the pullback of a trivial bundle is again trivial. Note that if {φαβ : Uα ∩ Uβ →
GL(r,R)} is a collection of transition maps associated to some bundle atlas for
E, then ψ∗E has the transition maps {ψ∗φαβ | ψ−1(Uα)∩ψ−1(Uβ) → GL(r,R)}.
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5.2.0.1 Example

Let Pn be the real projective n-space. Then each point p ∈ Pn is a line lp in
Rn+1. Let

Ln := {p× v ∈ Pn × Rn+1 | v ∈ lp}
= {(p1 : · · · : pn+1)× (v1, . . . , vn+1) ∈ Pn × Rn+1 | pivj = pjvi ∀i, j}.

Then Ln is called the universal or tautological line bundle over Pn. The total
space Ln is the blowing up of Rn+1 at the origin. For α = 1, . . . , n+ 1, let

Uα = {p = (p1 : · · · : pn+1) ∈ Pn | pα ̸= 0}.

Then {Uα} is an open cover of Pn. We have a non vanishing section sα of Ln
defined on Uα given by

sα(p1 : · · · : pn+1) = p×
(
p1
pα
, . . . ,

pn+1

pα

)
.

Then the transition maps are given by

φαβ(p) =
pα
pβ
.

Thus a section of Ln is a collection of ξα ∈ C∞(Uα) satisfying

ξβ = ξαφαβ on Uα ∩ Uβ .

This means, in particular, that the line bundle L1 is obtained from two copies of
R× R by the gluing process

(R− {0})× R ∋ (t, v) 7→
(
1

t
, tv

)
∈ (R− {0})× R.

Thus the total space L1 is the “Möbius band”.
We now claim that Ln is nontrivial, or equivalently, every section ξ of Ln

has a zero. Since L1 is the pull back of Ln under the canonical embedding
P1 ↪→ Pn, it suffices to show that L1 is nontrivial. Now, if we identify U1 and
U2 in a standard way, then a section of L1 is a pair (f1, f2) of smooth functions
on R such that

f1(1/t) = tf2(t) for all t ∈ R∗.

If f1 and f2 are non vanishing, then their signatures are constant, which con-
tradicts the above identity. Thus every section of L1 (and hence of Ln) has a
zero.
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5.3 Operations of vector bundles
5.3.1 Dual bundles
For a vector bundle E →M , we have the dual bundle E∗ →M .

5.3.2 Whitney Sum
For vector bundles E and F overM , E ⊕F is the “vector bundle” with the fiber

(E ⊕ F )p = Ep ⊕ Fp,

called the Whitney (or direct) sum of E and F .

5.3.3 Tensor Product
For vector bundles E and F overM , we have the tensor product bundle E ⊗ F
overM .

5.3.4 Exercises
(1) For vector bundles E and F overM , obtain new vector bundles

Hom(E,F ), ∧kE,

where ∧k is the k-th wedge power. Show that if {si} and {tj} are local
frames for E and F , respectively, then {si ⊗ tj} is a local frame for E ⊗
F . If {s∗i } is the `dual frame' of {si}, then {s∗i ⊗ tj} is a local frame for
Hom(E,F ) and {si1 ∧ · · · ∧ sik | i1 < · · · < ik} is a local frame for ∧kE.1

(2) For a vector bundle E overM of rank r, the direct sum

∧•E :=

r∑
k≥0

∧kE

is the bundle of exterior algebras of E.2 For ξ ∈ Γ(M,∧kE) and η ∈
Γ(M,∧lE), check the anti commutativity

ξ ∧ η = (−1)klη ∧ ξ ∈ C∞(M,∧k+lE).

Thus
Γ(M,∧•E) =

∑
k≥0

Γ(M,∧kE)

is a graded anti-commutative algebra.
1In fact, for any ‘continuous’ functor F form a category C (e.g., of finite dimensional vector

spaces and linear maps) into a category of D (e.g., of similar sorts) , there exists a corresonding
vector bundle construction [Atiyah, K-theory]

2We use the notation
detE

for the line bundle ∧rE.
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(3) Show that any vector bundleE is isomorphic to its double dualE∗∗ canon-
ically.

(4) Show that any real vector bundle E is (non canonically) isomorphic to its
dual E∗.

(5) We have already seen that

Ω1(M) ≃ X(M)∗

which is a special case of

Γ(M,E∗) ≃ Γ(M,E)∗ := HomC∞(M)(Γ(M,E), C∞(M))

for any vector bundle E →M . This isomorphism is again a special case of
C∞(M)-module isomorphism

Γ(M,Hom(E,F )) ≃ Hom C∞(M)(Γ(M,E),Γ(M,F ))

for any vector bundles E and F overM .

5.3.5 Contraction map
The bundles

E ⊗ E∗, E∗ ⊗ E, Hom(E,E)

are all isomorphic, and the trace map (or the evaluation map)

E∗ ⊗ E → RM

is called the contraction map.

5.3.6 Remark
Let V be a finite dimensional real vector space. Then we identify ∧k(V ∗) with
the space LkaltV of alternating k-linear forms on V as follows. If ξ1, . . . , ξk ∈ V ∗

and v1, . . . , vk ∈ V , then

(ξ1 ∧ · · · ∧ ξk)(v1, . . . , vk) = det(ξi(vj)) =
∑
σ∈Sk

sgn(σ)ξ1(vσ(1)) . . . ξk(vσ(k)),

(5.1)
where Sk denotes the group of permutations on {1, . . . , k}. In particular, if ξ, η ∈
V ∗, then

(ξ ∧ η)(v1, v2) = ξ(v1)η(v2)− ξ(v2)η(v1).
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5.3.6.1 Exercise

Show that if ξ ∈ ∧k(V ∗) and η ∈ ∧l(V ∗), then under the above identification,
we have

(ξ ∧ η)(v1, . . . , vk+l)
=

∑
σ∈Sk,l

sgn(σ) ξ(vσ(1), . . . , vσ(k)) η(vσ(k+1), . . . , vσ(k+l))

=
1

k!l!

∑
σ∈Sk+l

sgn(σ) ξ(vσ(1), . . . , vσ(k)) η(vσ(k+1), . . . , vσ(k+l))

for v1, . . . , vk+l ∈ V , where Sk,l denotes the set of all (k, l)-shuffles.3

5.3.6.2

For a module E over a commutative ring R, let

Ak
R(E)

be the R-module consisting of all alternating k-linear maps E × · · · × E → R.
Now if E is a vector bundle overM , then the C∞(M)-module isomorphism

Γ(M,∧k(E∗)) ≃ Γ(M, (∧kE)∗) ≃ Ak
C∞(M)(Γ(M,E))

is given by (5.1) for sections ξ1, . . . , ξk for E∗ and sections v1, . . . , vk for E.

3A (k, l)-shuffle is a permutation σ of {1, 2, . . . , k + l} such that σ(1) < · · · < σ(k) and
σ(k + 1) < · · · < σ(k + l). Note that the Laplace expansion of the determinant of an n × n
matrix A = (aij) with respect to the columns AJ , J = (j1, . . . , jk) ∈ In

k := {(i1, . . . , ik) | 1 ≤
i1 < · · · < ik ≤ n}, is

detA =
∑
I∈In

k

sgn
(
j1 . . . jn
i1 . . . in

)
detAI

J · detAIc

Jc

where Ic = (ik+1 < · · · < in) ∈ In
n−k and Jc = (jk+1 < · · · < jn) ∈ In

n−k are the
complements of I and J in {1, 2, . . . , n}, AI

J are the k × k minors of A, and AIc

Jc are the
(n − k) × (n − k) minors of A. Note that sgn(I Ic) = (−1)i1+···ik+k(k+1)/2 and hence

sgn
(
J Jc

I Ic

)
= (−1)j1+···jk+i1+···+ik .
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5.4 Orientation
A vector bundle E of rank r is orientable if there exists a bundle atlas {φα} such
that the transition maps {φαβ} have values in GL +(r,R). An “oriented atlas ”
induces an orientation on each fiber of E.

5.4.0.1 Remark

Recall that an orientation on a finite dimensional real vector space V is an
equivalence class of (ordered) basis for V . Two basis v = (v1, . . . , vn) and w =
(w1, . . . , wn) for V are equivalent if there exists a continuous family u(t) =
(u1(t), . . . , un(t)) of basis for V , 0 ≤ t ≤ 1, such that u(0) = v and u(1) = w.
Note that, in this case, there exists a unique continuous curve g(t) ∈ GL(n,R)
such that u(t) = vg(t). Since det g(0) = det 1n = 1 > 0, det g(1) > 0 by the
continuity. Conversely, if v and w are basis for V such that w = vg for some
g ∈ GL +(n,R), then v and w are equivalent, since GL +(n,R) is connected.

Thus an orientation on an n-dimensional real vector space V is a choice of
connected component of ∧nV − {0}.

A linear isomorphism l : V → V is orientation preserving if for some
(and hence for any) basis (v1, . . . , vn) of V , (l(v1), . . . , l(vn)) is equivalent to
(v1, . . . , vn), or equivalently, det l > 0. A C∞ map h : U → V from an open
subset U of V is said to be orientation preserving at p ∈ U if the derivative

Dh(p) : V → V

is orientation preserving.
The Cartesian space Rn is always equipped with the `standard orientation'.

Theorem 5.4.0.2 A real vector bundle E over M is orientable if and only if
detE is a trivial bundle.

Proof. Let {φαβ : Uα ∩ Uβ → GL(r,R)} be the collection of transition maps
for E. Thus for each index α we have a local frame

sα = (sα1 , . . . , s
α
r )

for E ↾ Uα. These frames satisfy the relation

sβ = sαφαβ

on Uαβ := Uα ∩ Uβ . Then

ŝα := sα1 ∧ · · · ∧ sαr

is a local frame for detE over Uα and

ŝβ = ŝα detφαβ
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on Uαβ .
Now if E is orientable, then one can choose transition maps having positive

determinants. Let {ρα :M → R} be a partition of unity subordinate to the open
cover {Uα} ofM . Consider the global section

ξ :=
∑
β

ρβ ŝ
β

of detE. If p is a point inM which lies in Uα for some α, then

ξ(p) =

∑
β

ρβ(p)det(φαβ(p))

 ŝα(p) ̸= 0.

Thus ξ is nonvanishing and hence detE is trivial.4
Conversely, suppose detE has a nonvanishing section ξ. Then one can choose

a local frame sα such that ŝα = ξ on Uα. Then all transition maps have deter-
minant 1. □

5.4.0.3 Exercise

Note that the Möbius band M̈ is the quotient of S1 × R by the involution
a : (z, t) 7→ (−z,−t)

Show that M̈ → S1 is nontrivial.

5.4.1 Orientable manfolds
A manifold M is orientable if its tangent bundle is orientable. Thus on an ori-
entable manifold M , there exists an atlas {xα : Uα → Rn} such that the tran-
sition maps xα ◦ x−1

β have the positive Jacobian determinant for all α and β.
A manifold M is oriented if an `oriented atlas' for M is specified. Then each
tangent space of an oriented manifold is oriented.

A map ϕ :M → N between oriented manifolds of the same dimension is said
to be orientation preserving at p ∈ M , if the derivative Tϕp : TMp → TNϕ(p)
is orientation preserving. Obviously, if ϕ preserves the orientation at p, then
it preserves the orientation in a neighborhood of p. The map ϕ is said to be
orientation preserving if it preserves the orientation at every point ofM .

5.4.1.1 Exercise

Let ϕ :M → N and ψ : N → L be orientation preserving maps between oriented
manifolds of the same dimension. Show that ψ ◦ ϕ : M → L is also orientation
preserving.

4One may use a Euclidean structure for E and local orthonormal frames.
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5.4.2 Example
(1) The n-sphere Sn is orientable. The usual orientation on Sn is given as fol-
lows; Note that the tangent space of Sn at a point p ∈ Sn is

TSnp = {v ∈ Rn+1 : v ⊥ p}.

Then a basis (v1, . . . , vn) for TSnp is `positively oriented' if (p, v1, . . . , vn) is a
positively oriented basis for Rn+1.

The antipodal map a : Sn → Sn is orientation preserving if and only if n is
odd.5 To see this it suffices to check at one point, say at p = (1, 0, . . . , 0). Then
v1 = (0, 1, 0, . . . , 0), . . . , vn = (0, . . . , 0, 1) is a positively oriented basis for the
tangent space of Sn at p. Now

Tap(v1) = (0,−1, 0, . . . , 0), . . . , Tap(vn) = (0, . . . , 0,−1)

is a basis for the tangent space of Sn at −p, which is positively oriented if and
only if (−1)n+1 = 1, i.e., n is odd. Note that the stereographic projection of Sn
from the north pole preserves the orientation if and only ifn is odd.

(2) Let π : Sn → Pn be the canonical projection of the n-sphere onto the
projective n-space. Suppose that Pn is orientable. Then we may choose an
orientation on Pn so that π is orientation preserving. Let a : Sn → Sn be the
antipodal map. Then π = π ◦a and hence π ◦a is orientation preserving. Thus a
must preserve the orientation, i.e., n is odd. Thus even dimensional projective
spaces are not orientable. Conversely, an orientation on an odd dimensional
projective space is obtained from the orientation of the odd sphere, where the
antipodal map preserves the orientation.

Note that on a connected orientable manifold there are two different orien-
tations.

5.4.3 Exercise
Does there exist a smooth function f : R3 99K R such that zero is a regular value
of f and the zero level surface Z := f−1(0) is diffeomorphic to the Möbius band
M̈ .

5This property is independent of the choice of an orientation of Sn.
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5.5 Subbundles and quotient bundles
A subset F of a vector bundle E over M is a subbundle of E, if there exists an
integer k with 0 ≤ k ≤ r and a vector bundle atlas {φa : E|Uα ≃ Uα ×Rr} of E
such that

F ∩ (E|Uα) = φ−1
α (Uα × Rk)

where Rk ↪→ Rr in standard way.

5.5.1 Exercises
(i) A subbundle F of a vector bundle E is also a vector bundle and the inclu-

sion F ↪→ E is a bundle homomorphism.
(ii) A bundle monomorphism f : E′ → E is an isomorphism onto a subbundle

of E.
(iii) A subbundle F of E induces a quotient bundle E/F .
(iv) LetHn be the subbundle of the product bundle Pn×Rn+1 → Pn, which is

the orthogonal complement of the tautological line bundle Ln. Thus each
fiber of Hn over a point p ∈ Pn is the hyperplane in Rn+1 perpendicular
to the line lp ⊂ Rn+1. Show that Hn ≃ Ln ⊗ TPn.
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5.6 Tensor Fields
For a nonnegative integer k, a tensor bundle of a manifoldM is a tensor product

E := E1 ⊗ · · · ⊗ Ek

of vector bundles, where each Ei is either the tangent bundle TM or the cotan-
gent bundle TM∗ ofM . Thus

E ≃ TM⊗p ⊗ TM∗⊗q =: TM (p,q)

for some nonnegative integers p and q with p + q = k. When k = 0, E is the
trivial line bundle.

A section of a tensor bundle is called a tensor field ofM . The tensor product
of two tensor fields is again a tensor field.

5.6.1 Lie Derivatives of Tensor Fields
If X is a vector field onM and τ is a tensor field onM , then the flow generated
by X defines the Lie derivative LXτ . It is a tensor field of the `same type' as τ ,
uniquely characterized by the following property:

LX(τ1 ⊗ τ2) = (LXτ1)⊗ τ2 + τ1 ⊗ (LXτ2)
LX(τ1 + τ2) = LXτ1 + LXτ2
LX(C(τ)) = C(LX(τ))

where C is any contraction operators. The above properties determine the Lie
derivative uniquely once we know its action on functions and vector fields.

We also have
LX ◦ LY − LY ◦ LX = L[X,Y ]

for any vector fields X and Y onM [Gallot et al.].
We will discuss more on the Lie derivatives of differential forms in the next

chapter.



Chapter 6

Differential Forms

6.1 Exterior Differential Algebra
LetM be a manifold of dimension n. A section of the k-th wedge power ∧kTM∗

of the cotangent bundle TM∗ →M is called a differential form of degree k,
or simply a k-form onM . We denote by Ωk(M) the C∞(M)-module of k-forms
on M for k = 0, 1, . . . . Then Ω0(M) = C∞(M) and Ωn+1(M) = Ωn+2(M) =
· · · = 0. If ω ∈ Ωk(M) and η ∈ Ωl(M), then

ω ∧ η = (−1)klη ∧ ω ∈ Ωk+l(M).

The graded algebra
Ω•(M) :=

∑
k≥0

Ωk(M)

is called the exterior differential algebra ofM .1
If x = (x1, . . . , xn) is a local coordinate system onM , then

ω =
∑

1≤i1<···<ik≤n

ωi1...ikdx
i1 ∧ · · · ∧ dxik

=
1

k!

∑
1≤i1,...,ik≤n

ωi1...ikdx
i1 ∧ · · · ∧ dxik

for some uniquely determined smooth functions ωi1...ik which are skew-symmet-
ric with respect to the indices.

6.1.1 Exercise
Let f : R3 → R be a smooth function. Suppose that S := f−1(0) is a regular
level set. Find a nowhere vanishing 2-form on S.

1We will soon introduce the exterior differential operator d : Ωk(M) → Ωk+1(M). The
notation d is due to E. Kähler [Cartan].

135
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6.1.2 Remark
We may regard, as we have seen in the last chapter, a k-form ω on M as an
alternating k-linear (over C∞(M)) map of X(M) into C∞(M);

ω : X(M)× · · · × X(M) → C∞(M).

For instance, if θ1, . . . , θk are 1-forms onM and X1, . . . , Xk are vector fields on
M , then

(θ1 ∧ · · · ∧ θk)(X1, . . . , Xk) = det(θi(Xj)).

Thus, if η ∈ Ωl(M), then for vector fields X1, . . . , Xk+l onM ,
(ω ∧ η)(X1, . . . , Xk+l)

=
∑
σ∈Sk,l

sgn(σ) · ω(Xσ(1), . . . , Xσ(k)) · η(Xσ(k+1), . . . , Xσ(k+l))

=
1

k!l!

∑
σ∈Sk+l

sgn(σ) · ω(Xσ(1), . . . , Xσ(k)) · η(Xσ(k+1), . . . , Xσ(k+l)),

where Sk,l denotes the set of all (k, l)-shuffles.2
For instance, if ω is a 1-form and η is an l-form, then

(ω ∧ η)(X0, . . . , Xl) =

l∑
i=0

(−1)iω(Xi)η(X0, . . . , X̂i, . . . , Xl).

Theorem 6.1.2.1 There is a unique R-linear map

d : Ω•(M) → Ω•(M)

such that
(i) it is an extension of d : Ω0(M) → Ω1(M)

(ii) it is an anti-derivation, i.e., for ω ∈ Ωk(M) and η ∈ Ω•(M),

d(ω ∧ η) = dω ∧ η + (−1)kω ∧ dη

(iii) d(df) = 0 for any f ∈ Ω0(M).
Moreover, if ω ∈ Ωk(M) is considered as an alternating multilinear map on the
space of vector fields, then dω ∈ Ωk+1(M) and

dω(X0, . . . , Xk) =

k∑
i=0

(−1)iXi(ω(X0, . . . , X̂i, . . . , Xk)) (6.1)

+
∑

0≤i<j≤k

(−1)i+jω([Xi, Xj ], X0, . . . , X̂i, . . . , X̂j , . . . , Xk)

for vector fields X0, . . . , Xk ∈ X(M). We also have

d ◦ d = 0.
2A permutation σ in Sk+l is a (k, l)-shuffle if σ(1) < · · · < σ(k) and σ(k+1) < · · · < σ(k+l).

The above identity is the Laplace’s expansion of determinant. cf. 5.3.6.1 or [Spivak, Vol. I].
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Proof. Let ω ∈ Ωk(M).
(Uniqueness) Since the property (i) implies that d is a local operator, it suf-

fices to check dω locally. If, for some local chart x = (x1, . . . , xn) : U → Rn on
M ,

ω|U =
1

k!

∑
ωi1...ikdx

i1 ∧ · · · ∧ dxik =
1

k!

∑
I

ωIdx
I

where the functionsωI are skew-symmetric with respect to indices I = (i1, . . . , ik) ∈
{1, . . . , n}k and dxI := dxi1 ∧· · ·∧dxik , then by the axioms (i) and (ii), we have

(dω)|U =
1

k!

∑
I

d(ωI) ∧ dxI .

(Existence) Nowwe define dω as in the above formula. Thenwe have to show
that this definition is independent of the choice of local chart. Thus suppose we
are given a new chart y = (y1, . . . , yn) on U and

ω|U =
1

k!

∑
ω̃Jdy

J .

Then

ω|U =
1

k!

∑
I

ωIdx
I

=
1

k!

∑
I,J

ωI
∂xi1

∂yj1
. . .

∂xik

∂yjk
dyj1 ∧ · · · ∧ dyjk

=
1

k!

∑
J

(∑
I

ωI
∂xi1

∂yj1
. . .

∂xik

∂yjk

)
dyJ .

Thus we have
ω̃J =

∑
I

ωI
∂xi1

∂yj1
. . .

∂xik

∂yjk
.

Now
1

k!

∑
J

d(ω̃J) ∧ dyJ =
1

k!

∑
I,J

d

(
ωI
∂xi1

∂yj1
. . .

∂xik

∂yjk

)
∧ dyJ

=
1

k!

∑
I,J

d(ωI) ∧
(
∂xi1

∂yj1
. . .

∂xik

∂yjk
dyJ

)
+

1

k!

∑
I,J

ωId

(
∂xi1

∂yj1
. . .

∂xik

∂yjk

)
∧ dyJ

=
1

k!

∑
I

d(ωI) ∧ dxI

+
1

k!

∑
I,J,l

ωI

(
∂2xi1

∂yl∂yj1
∂xi2

∂yj2
· · · ∂x

ik

∂yjk
+ · · ·+ ∂xi1

∂yj1
· · · ∂x

ik−1

∂yjk−1

∂2xik

∂yl∂yjk

)
dyl ∧ dyJ

=
1

k!

∑
I

d(ωI) ∧ dxI .
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The last identity comes from the fact that `a symmetric matrix and a skew-
symmetricmatrix are orthogonal to each other'. This shows thewell-definedness.

Now the properties (i) and (ii) can be easily checked. Note that d2 = 0 is
equivalent to ∂2

∂xi∂xj = ∂2

∂xj∂xi .
Finally we will show the relation (6.1). Let A(X0, . . . , Xk) be the right hand

side of (6.1). Then A is alternating k-linear map over C∞(M). Thus it suffices
to check the identity locally and for Xi ∈ { ∂

∂x1 , . . . ,
∂
∂xn }, where x1, . . . , xn is a

local chart. Now, for ω =
∑

1≤i1<···<ik≤n ωi1...ikdx
i1 ∧ · · · ∧ dxik , and 1 ≤ l0 <

· · · < lk ≤ n,

A

(
∂

∂xl0
, . . . ,

∂

∂xlk

)
=

k∑
i=0

(−1)i
∂

∂xli
(ωl0...l̂i...lk),

since [ ∂∂xi ,
∂
∂xj ] = 0. We also have

dω =
∑

i1<···<ik

dωi1...ik ∧ dxi1 ∧ · · · ∧ dxik

=
∑

i1<···<ik

∑
j

∂ωi1...ik
∂xj

dxj ∧ dxi1 ∧ · · · ∧ dxik

=
∑

i0<···<ik

 k∑
j=0

(−1)k
∂ωi0...îj ...ik

∂xij

 dxi0 ∧ · · · ∧ dxik

and hence
dω

(
∂

∂xl0
, . . . ,

∂

∂xlk

)
=

k∑
i=0

(−1)i
∂

∂xli
(ωl0...l̂i...lk).

This completes the proof. □

The operator d is called the exterior derivative.
In R3, d appears as gradient, curl and divergence.

Ω0(R3)
d−−−−→ Ω1(R3)

d−−−−→ Ω2(R3)
d−−−−→ Ω3(R3)

=

y ≃
y ≃

y ≃
y

Ω0(R3) −−−−→
grad

X(R3) −−−−→
curl

X(R3) −−−−→
div

Ω0(R3)

6.1.3 Functoriality
If F :M → N is a smooth map, then we get a pull back

F ∗ : Ω•(N) → Ω•(M).

If ω ∈ Ωk(N), for some k > 0, then F ∗ω ∈ Ωk(M) and
(F ∗ω)p(v1, . . . , vk) := ωF (p)(F∗v1, . . . , F∗vk)
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for any tangent vectors v1, . . . , vk in TMp.
Then F ∗ is a ring homomorphism, commuting with the exterior derivative d.

Ωk(M)
d−−−−→ Ωk+1(M)

F∗

x xF∗

Ωk(N) −−−−→
d

Ωk+1(M)

If G : N → L is a smooth map, then

(G ◦ F )∗ = F ∗ ◦G∗

and (idM )∗ = id Ω•(M).

6.1.4 Volume Forms
A volume form on an n-manifoldM is a non-vanishing n-form onM . A manifold
is orientable if and only if there exists a volume form.

If µ is a volume form on M , then fµ is also a volume form for any positive
function f ∈ C∞(M).

IfM is oriented and has a Riemannian metric g, then there exists a canonical
volume form µ (or denoted by dvg) such that for each p ∈ M , µp ∈ ∧nTM∗

p is
the positive unit vector. Note that if v1, . . . , vn ∈ TMp, then

µp(v1, . . . , vn)

is the signed volume of the parallelogram in TMp spanned by v1, . . . , vn. In
particular,

µp(e1, . . . , en) = 1

for any positively oriented orthonormal basis e1, . . . , en in TMp. In fact, if e∗1, . . . , e∗n
is the dual basis of e1, . . . , en, then

µp = e∗1 ∧ · · · ∧ e∗n.

In general, if (X1, . . . , Xn) is a positively oriented local frame field for the
tangent bundle TM and

gij = g (Xi, Xj) (1 ≤ i, j ≤ n)

then |g| := det(gij) is the square of the volume of the parallelogram spanned by
X1, . . . , Xn, at each point onM , and hence locally

µ =
√
|g| θ1 ∧ · · · ∧ θn

where θ1, . . . , θn is the dual frame of X1, . . . , Xn.
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6.1.4.1 Polar Coordinates

Let µn be the volume form of Rn, i.e.,
µn = dx1 ∧ · · · ∧ dxn

and let

ϵn := x1 dx1 + · · ·+ xn dxn, ωn−1 :=

n∑
i=1

(−1)i−1xi dx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn.

Note that the forms µn, ϵn, ωn−1 are all invariant under the action of SO(n).

With r =
√

(x1)2 + · · ·+ (xn)2,

ϵn ∧ ωn−1 = r2 µn, ϵn =
1

2
d(r2), dωn−1 = nµn.

We also have
dr =

1

r
ϵn, dr ∧ (

1

r
ωn−1) = µn.

Note that
1

r
ωn−1

is, when restricted, the volume form on the sphere Sn−1(r) of radius r > 0
centered at the origin. The solid-angle form is defined by

σn−1 :=
1

rn
ωn−1 ∈ Ωn−1(Rn∗ ),

where Rn∗ := Rn − {0}. Note that if ret : Rn∗ → Sn−1 is the obvious retraction
map to the unit sphere and i is the inclusion map Sn−1 ↪→ Rn, then

ret∗ i∗(ωn−1) = σn−1.

We have
dσn−1 = 0, µn = rn−1 dr ∧ σn−1.

6.1.4.2 Volume forms of Hypersurfaces

Let f be a smooth function defined on an open subset U of Rn. Suppose Z is
the (non-empty) regular zero-level set of f . Then the restriction of

1

|∇f |

n∑
i=1

(−1)i−1 ∂f

∂xi
dx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn

to Z is the volume form of Z. To check this, let v2, . . . , vn be an orthonormal
basis of

TZp ≃ {v ∈ Rn | ∇f(p) · v = 0}
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for p ∈ Z such that ∇f(p) ∧ v2 ∧ · · · ∧ vn > 0. Then(
n∑
i=1

(−1)i−1 ∂f

∂xi
dx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn

)
p

(v2, . . . , vn)

=
(
dx1 ∧ · · · ∧ dxn

)
p
(∇f(p), v2, . . . , vn) = |∇f(p)|.

This proves the claim.
In particular, Z is orientable.

The above consideration is true for general regular hypersurface Z = f−1(0)
for a function f on an oriented Riemannian n-manifold M . If ω is the volume
form onM , then

1

|∇f |
∇f ⌋ω =

1

|df |
⋆ (df) ∈ Ωn−1(M)

restricts to the volume form on Z, where ⌋ is the interior product and ⋆ is the
Hodge star, both will be explained soon.
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6.1.5 Lie Derivative of forms
6.1.5.1 Interior Product

Let X be a vector field on M . Then the interior product by X is a unique
C∞(M)-linear map

iX : Ω•(M) → Ω•(M)

such that
(1) for ω ∈ Ω1(M), iX(ω) = ω(X) ∈ Ω0(M).

(2) for ω ∈ Ωk(M) and η ∈ Ω•(M),

iX(ω ∧ η) = (iXω) ∧ η + (−1)kω ∧ (iXη).

If we regard ω ∈ Ωk(M) as an alternating k-linear map on the space of vector
fields, then iXω ∈ Ωk−1(M) is given by

(iXω)(Y2, . . . , Yk) = ω(X,Y2, . . . , Yk)

for vector fields Y2, . . . , Yk.

6.1.5.2 Exercise

Show that for vector fields X and Y onM ,

iX iY = −iY iX .

6.1.5.3 É. Cartan’s Formula

Theorem 6.1.5.4 (Cartan’s Formula) Let LX : Ω•(M) → Ω•(M) be the
Lie derivative associated to a vector field X on M . Then

LX = iX ◦ d+ d ◦ iX

Theorem 6.1.5.5 For vector fields X,X1, . . . Xk on M and a differential k-
form ω on M , we have

(LXω)(X1, . . . , Xk) = X(ω(X1, . . . , Xk))−
k∑
i=1

ω(X1, . . . , [X,Xi], . . . , Xk).

6.1.5.6 Exercise

Show that for vector fields X and Y onM ,

LX iY − iY LX = i[X,Y ].
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6.1.5.7 Exercise

Note that if X is a vector field along a map ϕ : M → N , then the interior
product

iX : Ω•(N) → Ω•(M)

is a unique R-linear map such that
(1) for ω ∈ Ω1(N), iX(ω) = (ϕ∗ω)(X) ∈ Ω0(M)

(2) for ω ∈ Ωk(N) and η ∈ Ω•(N),

iX(ω ∧ η) = (iXω) ∧ ϕ∗η + (−1)k(ϕ∗ω) ∧ (iXη).

Show that for ω ∈ Ωk(N), we have iXω ∈ Ωk−1(M) and

(iXω)p(v2, . . . , vk) = ωϕ(p)(X(p), Tϕpv2, . . . , Tϕpvk)

for vj ∈ TMp, i.e.,
(iXω)p = ϕ∗(iX(p)ωϕ(p)).
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6.2 Hodge Duality
Now the Hodge duality

⋆ : Ωk(M) → Ωn−k(M)

is characterized by the property

⟨ω, η⟩ vol = ω ∧ ⋆η

for ω, η ∈ Ω•(M), where ⟨ , ⟩ denotes the Riemannian structure on ∧•TM∗

induced by g (see appendix for the linear algebra). One can see easily that

⋆2|Ωk = (−1)k(n−k)

and hence ⋆ is an isomorphism.
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6.3 De Rham Cohomology
A differential form ω on an n-dimensional M is called closed if dω = 0, and
called exact if ω = dη for some differential form η. Then exact forms are clearly
closed. The k-th de Rham cohomology space3 ofM is

Hk(M) :=
ker(d : Ωk(M) → Ωk+1(M))

im(d : Ωk−1(M) → Ωk(M))

for integers k. If k < 0 or k > n, then Hk(M) = {0}. These cohomology spaces
are regarded as the space of obstructions to solve a differential equation

ω = dξ

for a given differential form ω. It is easy to see that

H•(M) :=
∑
k≥0

Hk(M)

is a graded anti commutative algebra, called the de Rham cohomology algebra
ofM .

For a connected manifoldM ,

H0(M) ≃ R.

Theorem 6.3.0.1 If F :M → N is a smooth map, then it induces an algebra
homomorphism

[F ∗] : H•(N) → H•(M).

If G : N → L is smooth, then

[(G ◦ F )∗] = [F ∗] ◦ [G∗]

and [id∗
M ] = idH•(M).

Lemma 6.3.0.2 For any t ∈ R, let Jt : M → M × R be the t-level map:
Jt(p) := (p, t). Then there exists a linear map

K : Ω•(M × R) → Ω•(M)

of degree −1 such that

J∗
1 − J∗

0 = K ◦ d+ d ◦K

as maps Ω•(M × R) → Ω•(M).
3Georges de Rham, 1903–1990.
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Proof. We follow [Karoubi et al.] or [Spivak]. Let X be the vector field on
M × R such that Xp,t := d

dt (p, t). Let ω ∈ Ωk(M × R). Then iXω is a time-
dependent (k − 1)-form onM . We define

Kω :=

∫ 1

0

iXω dt

which is an element of Ωk−1(M). Note that, if ω = ω′ + dt ∧ ω′′ where ω′ is a
time-dependent4 k-form onM and ω′′ is a time-dependent (k − 1)-form onM ,
then iXω = ω′′. Thus

dω = dω′ − dt ∧ dω′′, iX(dω) =
∂ω′

∂t
− dω′′.

Now
dKω +Kdω =

∫ 1

0

(dω′′ +
∂ω′

∂t
− dω′′)dt = ω′

1 − ω′
0

which is equal to J∗
1 (ω)− J∗

0 (ω). □

Theorem 6.3.0.3 Suppose F0, F1 : M → N are homotopic smooth maps.
Then the induced homomorphisms

[F ∗
0 ], [F

∗
1 ] : H

•(N) → H•(M)

are the same.

Proof. We have a map
F :M × R → N

such that the composition
M

Jt−−−−→ M × R F−−−−→ N

is equal to Ft for t = 0, 1. Now
F ∗
1 − F ∗

0 = (J∗
1 − J∗

0 ) ◦ F ∗ = (K ◦ d+ d ◦K) ◦ F ∗

as maps Ω•(N) → Ω•(M × R) → Ω•(M). Thus on the cohomology level, we
have [F ∗

1 ] = [F ∗
0 ]. This completes the proof. □

Corollary 6.3.0.4 (i) If M is contractible, then Hk(M) = 0 for k > 0.

(ii) (Poincaré Lemma)5 Hk(Rn) = 0 for k > 0.

(iii) On any manifold, every closed form of degree > 0 is locally exact.

We will see in the next chapter that if M is a connected non-compact n-
manifold, then Hn(M) = {0}.

4We say that a differential form η on M × R is time-dependent differential form on M if
iXη = 0, where X is the vertical vector field on M × R.

5The Poincaré Lemma was first stated and proved by V. Volterra in three notes in the
Academia dei Lincei (4) 5 (1889), pp. 158–165, 291–299, 599-611.
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6.3.0.5 Exercises

(i) LetM be an open subset ofRn, which is star-like with respect to the origin.
Given a positive integer k and a closed k-form ω onM , find a (k− 1)-form
η such that dη = ω.

(ii) Show that H1(S1) ≃ R. The ring H•(S1) is isomorphic to R[ϵ]/(ϵ2), the
quotient of the polynomial ring R[ϵ] by the ideal (ϵ2).

(iii) Compute the de Rham cohomology algebra H•(R2 − {0}).
(ivi) Show that (cf. ch.7)

Hk(Sn) ≃
{
R if k = 0, n

{0} otherwise.

6.3.1 Mayer-Vietoris Sequence
Let U and V be two open subsets ofM withM = U ∪V . Then we have an exact
sequence of chain complexes:6

{0} → Ω•(U ∪ V ) → Ω•(U)⊕ Ω•(V ) → Ω•(U ∩ V ) → {0}
ξ 7→ (ξ|U , ξ|V ), (ω, η) 7→ ω|U∩V − η|U∩V

Thus we have a long exact sequence

{0} → H0(U ∪ V ) → H0(U)⊕H0(V ) → H0(U ∩ V )

→ H1(U ∪ V ) → H1(U)⊕H1(V ) → H1(U ∩ V )

→ H2(U ∪ V ) → H2(U)⊕H2(V ) → H2(U ∩ V )

→ . . . .

6A (co)chain complex is a sequence of vector spaces C0, C1, C2, . . . together with maps
d : Ck → Ck+1 such that d ◦ d = 0. A map f : (C•, d) → (D•, d) between chain complexes is
a collection of maps f : Ck → Dk, k = 0, 1, 2, . . . , such that d ◦ f = f ◦ d.
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6.4 Vector valued differential forms
Let V be a finite dimensional real vector space. Then for any differentiable map

f :M → V

we have
dfp : TMp → V (p ∈M)

such that
dfp(v) = lim

t→0

f(X(t))− f(p)

t
=

d

dt

∣∣∣∣
0

f(X(t))

for any smooth curve X(t) inM with X(0) = p and X ′(0) = v.
Now a V -valued differential k-form on a manifold M is an element of

Ωk(M,V ) := Ωk(M)⊗ V . Then for ξ ∈ Ωk(M,V ), the exterior derivative

dξ ∈ Ωk+1(M,V )

is canonically obtained and we get a cochain complex (Ω•(M,V ), d), where the
k-th cohomology space Hk(M,V ) is isomorphic to Hk(M)⊗ V .

We have

R ⊂ C∞(M) ⊂ Ω•(M)

V ⊂ C∞(M,V ) ⊂ Ω•(M,V ).

Note that
Ω•(M,V ) :=

∑
k≥0

Ωk(M,V )

has no ring structure in general, but is a module over the ring Ω•(M). Similarly

H•(M,V ) :=
∑
k≥0

Hk(M,V )

is a graded module over the ring H•(M).

6.4.0.1 Examples

(i) LetM be a surface in R3. Let e1, e2 be orthonormal vector fields onM and
let e3 := e1 × e2. Then

dej =

3∑
i=1

ωij ei (j = 1, 2, 3)

for some 1-forms ωij . These 1-forms satisfy

ωij = −ωji .
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(ii) Let γ(s) be a bi-regular7 curve in R3, parametrized by the arclength. Then
t := γ̇, p := γ̈/ |γ̈| , b := t × p

and we have the Frenet equation
ṫ = κp
ṗ = −κt + τb
ḃ = −τp

(iii) Let p : M ↪→ RN be an embedding. Let e1, . . . , en be a frame of vector
fields onM . Then

dp =

n∑
i=1

θi ei

for some 1-forms θi. These forms are dual to the frame (e1, . . . , en).

6.4.1 Lie algebra valued differential forms
6.4.1.1 Maurer-Cartan Form

Let G be a Lie group and let g be its Lie algebra. Then the left multiplication
gives the isomorphism

Θ : TG ≃ G× g.

This isomorphism is often denoted by
g−1dg

and called the (left invariant)Maurer-Cartan form.8 It is a g-valued 1-form on
G, which is left invariant.

If (e1, . . . , en) is a basis for g, and ϵ1, . . . , ϵn are left invariant 1-forms on G
which are dual to (e1, . . . , en), then

Θ =

n∑
i=1

ϵi ⊗ ei.

É. Cartan has shown the “Maurer-Cartan structure equation”:

dΘ+
1

2
[Θ,Θ] = 0.

For instance, let

G =

{(
x 0
y z

) ∣∣∣∣ xz ̸= 0

}
⊂ GL(2,R).

7Thus γ̇ and γ̈ are linearly independent everywhere.
8Ludwig Maurer (1859–1927) was a German mathematician at Tübingen University. Élie

Cartan introduced the form in 1904.
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This group of 2×2 nonsingular lower triangular real matrices has 4 components.
Its Lie algebra is generated by

E11 :=

(
1 0
0 0

)
, E21 :=

(
0 0
1 0

)
, E22 :=

(
0 0
0 1

)
with

[E11, E21] = −E21, [E11, E22] = 0, [E21, E22] = −E21.

Now

Θ =
1

xz

(
z 0
−y x

)(
dx 0
dy dz

)
=

(
dx
x 0

−y dx
xz + dy

z
dz
z

)
=

dx

x
E11 +

(
−y dx
xz

+
dy

z

)
E21 +

dz

z
E22.

For any 2× 2 matrix m, the 1-form

tr(mΘ)

is left-invariant. Thus the forms
dx

x
, −y dx

xz
+
dy

z
,

dz

z

are left invariant. Note that these forms are dual to the left invariant vector
fields

x
∂

∂x
+ y

∂

∂y
, z

∂

∂y
, z

∂

∂z
.

Now
dΘ =

(
0 0

dx∧dy
xz + dy∧dz

z2 + y dz∧dx
xz2 0

)
= −1

2
[Θ,Θ].

6.4.1.2 Extension of brackets

Let g be a finite dimensional real Lie algebra. Then the space

Ω•(M, g) :=
∑
k≥0

Ωk(M, g)

of g-valued differential forms onM is a graded Lie algebra, i.e., the canonical
bracket

[ , ] : Ωk1(M, g)× Ωk2(M, g) → Ωk1+k2(M, g)

is bilinear (over C∞(M)) and

[ξ1, ξ2] = −(−1)k1k2 [ξ2, ξ1]

[ξ1, [ξ2, ξ3]] = [[ξ1, ξ2], ξ3] + (−1)k1k2 [ξ2, [ξ1, ξ3]]
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for ξi ∈ Ωki(M, g).
We have

[ξ1, ξ2](X1, . . . , Xk1 , . . . , Xk1+k2)

=
∑

σ:(k1,k2)−shuffle
[ξ1(Xσ(1), . . . , Xσ(k1)), ξ2(Xσ(k1+1), . . . , Xσ(k1+k2))]

for vector fields X1, . . . , Xk1+k2 onM . In particular, if k1 = k2 = 1, then
[ξ1, ξ2](X,Y ) = [ξ1(X), ξ2(Y )]− [ξ1(Y ), ξ2(X)].

If f : N →M is a smooth map, then
f∗[ξ1, ξ2] = [f8ξ1, f

∗ξ2]

for any ξ1 adn ξ2.

6.4.1.3 Exercises

(i) Let e1, . . . , en be a basis for the Lie algebra of a Lie group G. Then the
structure constants ckij are defined by the relation

[ei, ej ] =
∑
k

ckijek.

We have
ckij = −ckji

and the Jacobi identity implies
n∑

m=1

(
cmij c

l
km + cmkic

l
jm + cmjkc

l
im

)
= 0

for any i, j, k, l. Let ϵ1, . . . , ϵn be the left invariant 1-forms on G which is
dual to e1, . . . , en. Show that

dϵk = −1

2

∑
i,j

ckijϵ
i ∧ ϵj .

Let Θ be the (left invariant) Maurer-Cartan form on G. Show that

dΘ+
1

2
[Θ,Θ] = 0.

If Θ̃ is the right-invariant Maurer-Cartan form, show that

dΘ̃− 1

2
[Θ̃, Θ̃] = 0.

(ii) LetΘ be the Maurer-Cartan form on S3 ⊂ H. Show that 1
6Θ

3 is the volume
form on S3.

(iv) Find all left invariant 1-forms on GL(2,R).
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6.4.2 Cohomology of Lie groups
cf. [DFN, Vol. III, p.90], [Spivak, V]
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6.4.3 De Rham Theorem
6.4.3.1 Singular Cohomology Groups

For a nonnegative integer k, the standard k-simplex △k is the convex hull of
k + 1 points e1 := (1, 0, . . . , 0), …, ek+1 = (0, . . . , 0, 1) in Rk+1:

△k := {(x1, . . . , xk+1) | x1 + · · ·+ xk+1 = 1, x1 ≥ 0, . . . , xk+1 ≥ 0}.

We have inclusion maps

inci : △k−1 → △k, (x1, . . . , xk) 7→ (x1, . . . , xi−1, 0, xi, . . . , xk).

for i = 1, . . . , k + 1.
Let Ck(M) be the free vector space generated by smooth maps form△k into

M . There is a boundary map

∂ : Ck(M) → Ck−1(M)

which is characterized by the property

∂σk :=

k+1∑
i=1

(−1)i−1σk ◦ inci

for a singular k-simplex (or a smooth map) σk : △k →M . Then we have

∂ ◦ ∂ = 0.

Let
Ck△(M) := Ck(M)∗ =: Hom(Ck(M),R).

Then we have a co-chaim complex (C•
△(M), ∂∗). The associated (singular) co-

homology group is denoted by
Hk

△(M).

Theorem 6.4.3.2 (De Rham)

Hk(M) ≃ Hk
△(M).
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Chapter 7

Integration

7.1 Manifolds with Boundary
7.1.1 Topological Manifolds with boundary
In the definition of a locally Euclidean space, one may replace the Cartesian
space Rn with the “half space”

Rn− := {(a1, . . . , an) ∈ Rn | a1 ≤ 0}

to get a notion of manifold with boundary. Thus a metrizable1 topological space
M is called an n-dimensional manifold with boundary if each point p ∈M has
a neighborhood homeomorphic to an open subset of Rn−.

LetM be an n-dimensional manifold with boundary and let p be a point on
M such that x(p) ∈ ∂Rn− = {0} × Rn−1 for some chart x at p. Then, by the
Invariance of Domain, y(p) ∈ ∂Rn− for any chart y at p. Such a point p is called
a boundary point of M and the set ∂M of all boundary points of M is called
the boundary ofM . Points inM − ∂M are the interior points. Manifolds with
empty boundary are just the (ordinary) manifolds (without boundary).

7.1.1.1 Exercise

1. Show that the boundary ∂M of a manifoldM with boundary is a manifold
(without boundary), i.e., ∂(∂M) = ∅.

2. For a manifoldM with boundary ∂M , let inc : ∂M → M be the inclusion
map. Then the double ofM is defined by

double(M) :=M ∪inc M.

Show that double(M) is a manifold without boundary.
1This condition may be replaced by equivalent ones.

155
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7.1.2 Smooth manifolds with boundary
A map f : A → Rm defined on an arbitrary subset A of Rn is said to be Ck
at p ∈ A if there exists an open neighborhood U of p in Rn and a Ck map
F : U → Rm such that

f ↾ A ∩ U = F ↾ A ∩ U.

If f is Ck at every p ∈ A, then f is said to be Ck.

7.1.3 Derivatives
The derivative

Dfp := DFp : Rn → Rm

of f : A → Rm at p ∈ A is, in general, not well defined. For instance, consider
the case when A is a singleton in R. But, if p ∈ A ∩ IntA, then Dfp is well
defined.2

7.1.3.1 Exercise

Show that if f : A→ Rm is Ck for some subsetA ⊂ Rn, then there exists an open
neighborhood U of A in Rn and a Ck map F : U → Rm such that f = F ↾ A.

Solution. For each p ∈ A, there exist an open neighborhood Up of p ∈ Rn
and a Ck map Fp : Up → Rm such that F ↾ A ∩ Up = Fp ↾ A ∩ Up. Now let
U := ∪p∈AUp, an open submanifold of Rn containing A. Take a C∞ partition
{ρp ∈ C∞(U)} of unity subordinate to {Up} and let

F :=
∑
p∈A

ρpFp ∈ Ck(U).

Thus if q ∈ A, then

F (q) =
∑
p∈A

ρp(q)Fp(q) =
∑
p

ρp(q)F (q) = F (q).

This solves the problem. □

2For a subset A of a toplogical space X, the following conditions are equivalent:
(i) bd(intA) = bdA

(ii) intA = A

(iii) there exists an open subset U of X such that U ⊂ A ⊂ U .
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7.1.4 Definition
LetH be a closed half space3 inRn. An atlas on an n-manifoldM with boundary
is a map

x : U → H,

defined on an open subset U ofM , which is a homeomorphism onto its image.
A C∞ structure on a topological n-manifoldM with boundary is an atlas A

ofM such that for each x, y ∈ A, x◦y−1 is C∞ and A is maximal with respect to
this condition. A C∞ manifold with boundary is a topological manifold together
with a C∞ structure.

When n ≥ 1, a smooth n-manifold M with boundary is called orientable
if there exists an atlas whose transition maps are all orientation preserving. A
choice of a maximal orientable atlas is called an orientation ofM .

An orientation of a 0-manifoldM is an assignment of +1 or −1 to each point
ofM . Thus an orientation on a 0-manifoldM is a map fromM into {+1,−1}.

7.1.5 Remarks
1. The boundary ∂M of a (smooth) manifoldM with boundary is a (smooth)

manifold (without boundary) canonically.
2. There exist differentiable maps between smooth manifolds with bound-

ary. Identity maps are differentiable and the composition of differen-
tiable maps are differentiable. Diffeomorphisms are defined in a standard
way.

3. The tangent space of M at a boundary point p is an equivalence class of
two types of curves

c+ : [0,∞) →M, c− : (−∞, 0] →M

passing through p at time t = 0. These curves are equivalent if they have
the same tangent vector at t = 0 in Rn with respect to some (and hence
any) coordinate system. The tangent space T (∂M)p is a hyperplane of
TMp, whose complement consists of inward tangent vectors and outward
tangent vectors.

4. WhenM is oriented, the boundary ∂M inherits an orientation.
If n, the dimension ofM , is greater than 1, then an ordered basis (v2, . . . , vn)
of T (∂M)p is positively oriented if for any outward (non zero) tangent
vector ν ofM at p, (ν, v2, . . . , vn) is a positively oriented basis for TMp.
If n = 1, then the orientation at a boundary point p of M is +1 if there
exists a coordinate neighborhood U of p and an orientation preserving
chart x : U → R≤0 centered at p. The orientation at p is −1 if there

3Given a hyperplane L in Rn, Rn − L has two components, say H1 and H2. Then H1 ∪ L
and H2 ∪ L are both closed half spaces.
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exists a coordinate neighborhood U of p and an orientation preserving
chart x : U → R≥0 centered at p.

+-

5. For manifolds with corners see [John Lee].

7.2 Integration of Differential Forms
7.2.1 Compactly Supported Forms
LetM be an n-dimensional manifold. Let Ωkc (M) be the space of all differential
k-forms onM with compact support. Then

Ω•
c(M) =

∑
k≥0

Ωkc (M)

is a graded module over the graded algebra Ω•(M).
Moreover, if ω is a differential k-form onM with compact support, then dω is

a differential (k+1)-form onM with compact support. Hence we get compactly
supported de Rham cohomology algebra

H•
c (M) :=

∑
k≥0

Hk
c (M).

Note that H•
c (M) is a graded module over the graded algebra H•(M).

If F :M → N is a proper map,4 then we have a chain map
F ∗
c : Ω•

c(N) → Ω•
c(M)

which induces a map
[F ∗
c ] : H

•
c (N) → H•

c (M).

If G : N → L is proper, then
(G ◦ F )∗c = F ∗

c ◦G∗
c , [(G ◦ F )∗c ] = [F ∗

c ] ◦ [G∗
c ].

WhenM is compact, Ω•
c(M) = Ω•(M), and H•

c (M) = H•(M).

7.2.1.1 Exercise

LetM be a connected manifold. Then

H0
c (M) =

{
{0} ifM is non-compact
R ifM is compact.

Lemma 7.2.1.2
H1
c (R1) ≃ R.

4A continuous map F : M → N is proper if lim
p→∞

F (p) = ∞.
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7.2.1.3

We say that two maps F0, F1 :M → N are properly homotopic if there exists a
map

F :M × R → N

such that F (p, 0) = F0(p), F (p, 1) = F1(p), and for each t ∈ R, Ft(p) := F (p, t)
is a proper map.

Corollary 7.2.1.4 Let F0, F1 : M → N be proper maps. If F0 and F1 are
”properly” homotopic, then

[F ∗
0 ]c = [F ∗

1 ]c : H
k
c (N) → Hk

c (M).

Proof. Note that from (6.3.0.2) and (6.3.0.3) there exists a map

h : Ωn(N) → Ωn(M × R) → Ωn−1(M)

such that
F ∗
1 − F ∗

0 = d ◦ h+ h ◦ d : Ωk(N) → Ωk(M).

Thus for ω ∈ Ωnc (N) with ∫
N
ω = 1,

degF1 =

∫
M

F ∗
1 ω =

∫
M

F ∗
0 ω = degF0.

This completes the proof. □

7.2.2 Integration
Now we assume thatM is oriented. The integration∫

M

: Ωnc (M) → R (7.1)

is defined as follows:
Let ω ∈ Ωnc (M). First, assume that suppω is contained in a coordinate neigh-

borhood U ⊂M . Then for a positively oriented chart x : U → Rn,

ω ↾ U = f dx1 ∧ · · · ∧ dxn

for some f ∈ C∞
c (U) ⊂ C∞

c (M). Then we define∫
M

ω :=

∫
Rn

(x−1)∗ω =:

∫
Rn

f ◦ x−1 dµn,
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where dµn denotes the Lebesgue measure on Rn. One can easily see that ∫
M
ω

is well defined.5
In general, take a finite number of coordinate neighborhoods {Uα} such that

U := ∪αUα covers suppω and take a partition {ρα : U → R} of unity subordinate
to {Uα}. Then ραω ∈ Ωnc (Uα) ↪→ Ωnc (M) and we define∫

M

ω :=
∑
α

∫
M

ραω.

Note that this new definition agrees with the old definition, namely, when suppω
is contained in a single coordinate neighborhood. Now we claim that the new
definition is independent of the choice of coordinate neighborhoods and the par-
tition of unity. Suppose we take another finite collection of coordinate neigh-
borhoods {Vµ} which covers the support of ω and the partition {τµ} of unity
subordinate to {Vµ}. Then

∑
µ

∫
M

τµω =
∑
µ

(∑
α

∫
M

ρατµω

)
=
∑
α

(∑
µ

∫
M

τµραω

)
=
∑
α

∫
M

ραω.

Thus we have a well-defined map (7.1).

Lemma 7.2.2.1 The integration (7.1) is a linear map.

Proposition 7.2.2.2 Let F : N → M be a diffeomorphism between oriented
manifolds. Then for any ω ∈ Ωnc (M),∫

N

F ∗ω =

{ ∫
M
ω if F preserves orientation

−
∫
M
ω if F reverses orientation

Lemma 7.2.2.3 Let M and N be oriented manifolds of dimensions n and m,
respectively. For ω ∈ Ωnc (M) and η ∈ Ωmc (N), (π∗

Mω)∧ (π∗
Nη) ∈ Ωn+mc (M ×N)

and ∫
M×N

(π∗
Mω) ∧ (π∗

Nη) =

∫
M

ω ·
∫
N

η (7.2)

where πM :M ×N →M and πN :M ×N → N are projections.6

Proof. If M and N have global charts x : M → Rn and y : N → Rm, both
positively oriented, then ω = f dx1 ∧ · · · ∧ dxn and η = g dy1 ∧ · · · ∧ dym for
some functions f ∈ C∞

c (M) and g ∈ C∞
c (N). Then

(π∗
Mω) ∧ (π∗

Nη) = (f ◦ πM )(g ◦ πN ) dx1 ∧ · · · ∧ dxn ∧ dy1 ∧ · · · ∧ dym

5Recall the change of variable formula for the integration: Let F : U → V be a diffeomor-
phism between open subsets U and V of Rn, and let g : V → R be an integrable function.
Then

∫
V g dµn =

∫
U (g ◦ F ) · | detDF | dµn.

6The product of two oriented manifolds has a canonical orientation.
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and hence the left hand side of (7.2) is equal to∫
Rn×RM

(f ◦ x−1) (g ◦ y−1) dµn+m =

(∫
Rn

f ◦ x−1 dµn

)(∫
Rm

g ◦ x−1 dµm

)
which is equal to the right hand side of (7.2).

In general, we may use partitions of unity. □
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7.3 Solid Angle
On Rn, let

r =
√
(x1)2 + · · ·+ (xn)2 .

Then r is smooth on Rn∗ and

dr =
1

r

n∑
i=1

xidxi, ⟨dr, dr⟩ = 1.

The solid angle element dΘn (with respect to the origin) is the (n− 1)-form on
Rn∗ defined by

dΘn =
1

rn

n∑
i=1

(−1)i−1xidx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn

7.3.1 Angle element
On R2

∗ ≃ C∗, we have
z = reiθ = x+ yi

so that
dz

z
= d log r + idθ

where dθ is a closed but NOT exact 1-form although we abuse the notation. Then

dΘ2 =
xdy − ydx

x2 + y2
=

1

2i

(
dz

z
− dz̄

z̄

)
= im dz

z
= dθ.

Note that [
1

2π
dθ

]
=

[
1

2πi
dz

z

]
∈ H1(R2

∗).

The restriction of this cohomology class to the unit circle S1 is the fundamental
class: ∫

S1

1

2π
dθ = 1.

For any oriented closed curve Γ ⊂ R2
∗,

1

2π

∫
Γ

dθ

is the integer, called the winding number of Γ around the origin.
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7.3.2 Polar Coordinates
Let R+ be the set of all positive real numbers. We have the polar coordinates

q : Rn∗ → R+ × Sn−1, z 7→ (|z|, z/|z|).

Let dAn−1 be the restriction of dΘn to the unit sphere Sn−1:

dAn−1 := dΘn ↾ Sn−1 = inc∗ dΘn,

where inc is the inclusion map Sn−1↪→Rn. Then dAn−1 is the volume form on
Sn−1. In particular, dΘn is NOT an exact form, although our notation is rather
confusing. Fortunately, dΘn is a closed form.

Lemma 7.3.2.1 Let π : Rn∗
q
≃ R+×Sn−1 → Sn−1 be the retraction map. Then

π∗(dAn−1) = dΘn.

In particular, dΘn is a closed form.

Proof.

π∗(dAn−1)

=

n∑
i=1

(−1)i−1x
i

r
d(x1/r) ∧ · · · ∧ d̂(xi/r) ∧ · · · ∧ d(xn/r)

=
1

rn

∑
i

(−1)i−1xi (dx1 − x1d log r) ∧ · · · ∧ ̂(dxi − xid log r) ∧ · · · ∧ (dxn − xnd log r)

= σn +
∑
i

(−1)i−1xi
∑
j<i

(−1)jxjd log r ∧ dx1 ∧ · · · ∧ d̂xj ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn

+
∑
i

(−1)i−1xi
∑
j>i

(−1)j−1xjd log r ∧ dx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ d̂xj ∧ · · · ∧ dxn

= dΘn

□

7.3.2.2 Exercise

(1) dΘn is invariant under the rotations SO(n) and the positive scalar multi-
plications onRn∗ . It ρ : Rn∗ → R is a positive function, then dΘn is invariant
under the multiplication map

ρ̂ : Rn∗ → Rn∗ , x 7→ ρx.
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(2) (Polar Coordinates) Show that the Hodge dual of dr (on Rn∗ ) is :

⋆ dr =
1

r

n∑
i=1

(−1)i−1xidx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn. (7.3)

Thus on Rn∗ , we have
⋆

(
dr

rn−1

)
= dΘn

and
dVn := dx1 ∧ · · · ∧ dxn = dr ∧ ⋆dr = rn−1dr ∧ dΘn

Show that
intr(dVn) =

∑
i

(−1)i−1xi dx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn

where r =
∑
i x

i∂i is the position vector field on Rn.7 Thus
intr/rn dVn = dΘn.

(3) Show that dΘn is a closed non-exact form. Show that the vector field
r
rn

=

{
grad log r (n = 2)
1

2−n grad r2−n (n ̸= 2)

is divergence-free.
(4) Let Sn−1(r) be the sphere in Rn centered at the origin of radius r > 0.

Then the restriction of (7.3) to the sphere Sn−1(r) is the volume form of
Sn−1(r).8

Proposition 7.3.2.3 Let f ∈ Cc(Rn). Then for x = r · θ ∈ R+ × Sn−1 ≃ Rn∗ ,∫
Rn

f(x) dx1 ∧ · · · ∧ dxn =

∫
Sn−1

(∫ ∞

0

f(r · θ)rn−1dr

)
dAn−1

7.3.3 Volumes of Balls and Spheres
Now we compute the volume of the unit sphere Sn−1.

πn/2 =

∫
Rn

e−r
2

dVn =

∫
Rn

e−r
2

rn−1dr ∧ dΘn

= Vol(Sn−1)

∫ ∞

0

e−r
2

rn−1dr

= Vol(Sn−1) · 1
2
· Γ(n/2)

7The Position vector field is often called the Euler vector field or the identity vector field.
8Since ⋆dr is invariant under the action of the rotations SO(n), it suffices to check

at one point, say at p = (r, 0, . . . , 0). Then ωp := inc∗(dx2 ∧ · · · ∧ dxn) satisfies
ωp(

∂
∂x2

∣∣∣
p
, . . . , ∂

∂xn

∣∣∣
p
) = 1. This shows that (7.3) is the volume form of Sn−1(r).
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where
Γ(s) :=

∫ ∞

0

e−tts−1 dt (s > 0)

is the gamma function.9

-1 1 2 3 4

-10
-8
-6
-4
-2

2
4
6
8

10

Gamma Function

Thus
Vol(Sn−1) =

2 · πn/2

Γ(n/2)

In particular,

Vol(S2n+1) = 2π · π
n

n!
, Vol(S2n) =

2 · (2π)n

(2n− 1)!!
=

2 · πn

(n− 1
2 )(n− 3

2 ) · · ·
1
2

.

7.3.3.1 Exercises

(1) Let bn and sn−1 be the volume of the unit ball Bn and the sphere Sn−1 in
Rn. Show that

bn =
1

n
sn−1 =

sn+1

2π
=

πn/2

(n/2)!

where s! := Γ(s + 1) for s > 0. The first formula bn = 1
nsn−1 is also an

observation of Archimedes: A ball is a cone over its sphere. The relation

vol(Sn+1) = vol(S1)× vol(Bn)

is also discovered by Archimedes for n = 1: The area of the sphere is
equal to the area of the circumscribed cylinder. In general, the map

Sn+1 99K Bn × S1, (x1, . . . , xn, y1, y2) 7→ (x1, . . . , xn)×
(y1, y2)

y21 + y22

preserves the volume.
9Euler’s gamma function satisfies

Γ(1) = 1, Γ(s+ 1) = sΓ(s) (s > 0).

Thus Γ(n + 1) = n! for nonnegative integers n. Note that Γ(1/2) =
√
π ≃ 1.77. Thus

(1/2)! =
√
π/2.
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n 0 1 2 3 4 5 6 7
bn 1 2 π 4π/3 π2/2 8π2/15 π3/6 16π3/105

sn 2 2π 4π 2π2 8π2/3 π3 16π3/15 π4/3

Show that
lim
n→∞

bn = 0, lim
n→∞

sn = 0.

(2) Note that we have a Riemannian submersion S2n+1 → CPn with S1-fiber.
Show that the volume of CPn is equal to b2n, and the volume of S2n+1 is
the volume of CPn times the volume of S1.

(3) For 0 < r < 1, compute the volume of the ``hyperbolic ball''

M = {x ∈ Rn | |x| ≤ r}

equipped with the metric

g =
4

(1− |x|2)2
(dx1 ⊗ dx1 + · · ·+ dxn ⊗ dxn).
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7.4 Compacted supported Mayer-Vietoris Sequence
Let U and V be two open subsets ofM withM = U ∪V . Then we have an exact
sequence of chain complexes:

{0} → Ω•
c(U ∩ V ) → Ω•

c(U)⊕ Ω•
c(V ) → Ω•

c(U ∪ V ) → {0} (7.4)

and the long exact sequce
{0} → H0

c (U ∩ V ) → H0
c (U)⊕H0

c (V ) → H0
c (U ∪ V )

→ H1
c (U ∩ V ) → H1

c (U)⊕H1
c (V ) → H1

c (U ∪ V )

→ H2
c (U ∩ V ) → H2

c (U)⊕H2
c (V ) → H2

c (U ∪ V )

→ . . . .

7.4.0.1

Theorem 7.4.0.2 For any nonnegative integer k

Hk+1
c (M × R) ≃ Hk

c (M).

In particular

Hk
c (Rn) ≃

{
R if k = n

{0} otherwise.

Proof. Let π :M ×R →M be the projection. Then by integrating along the
fiber, we get a homomorphism [BT]

π∗ : Ωk+1
c (M × R) → Ωkc (M), ω′

t + dt ∧ ω′′
t 7→

∫
R
ω′′
t dt

where ω′
t and ω′′

t are compactly supported time-dependent (k + 1)-form and
k-form onM , respectively.

Then the map π∗ : Ω•+1
c (M) → Ω•

c(M) satisfies
dπ∗ + π∗d = 0

and hence we have the induced map
[π∗] : H

•+1
c (M × R) → H•

c (M).

We now show that this map is an isomorphism. Take ρ ∈ C∞
c (R) with∫

R ρ(t) dt = 1. Consider the map

e∗ : Ω•
c(M) → Ω•+1

c (M × R), ω 7→ ρ dt ∧ ∧ω.

Then de∗ + e∗d = 0 and hence we have a linear map
[e∗] : H

•
c (M) → H•+1

c (M × R).
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Since π∗e∗ = id,
id = [π∗] ◦ [e∗] : H•

c (M) → H•
c (M).

Now we claim that
e∗π∗ : Ω•

c(M × R) → Ω•
c(M × R)

is chain homotopic to the identity map, i.e., there exists a map
K : Ω•

c(M × R) → Ω•−1
c (M × R)

such that
dK +Kd = id−e∗π∗.

For ω = ω′ + dt ∧ ω′′ ∈ Ωkc (M ×R), where ω′ and ω′′ are time-dependent k and
(k − 1)-forms onM with compact support, the map

Kω :=

(∫ t

−∞
ω′′ dt

)
−
(∫ t

−∞
ρ(t̄) dt̄

)
π∗ω

satisfies this property. □

Theorem 7.4.0.3 (Stokes Theorem) Let M be an oriented n-manifold with
boundary ∂M and let inc : ∂M → M be the inclusion map. Then for η ∈
Ωn−1
c (M), ∫

M

dη =

∫
∂M

inc∗ η.

Proof. (Easy Case.) Suppose that M is covered by a single chart x : M →
Rn− preserving the orientations and ∂M = {p ∈M | x1(p) = 0}. Then

η =

n∑
i=1

(−1)i−1fi dx
1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn

for some compactly supported smooth functions fi onM ,

dη =

n∑
i=1

∂fi
∂xi

dx1 ∧ · · · ∧ dxn

and
inc∗ η = inc∗(f1 dx2 ∧ · · · ∧ dxn).

Now ∫
M

dη =

∫
Rn

−

n∑
i=1

∂fi
∂xi

◦ x−1 dµn

=

n∑
i=1

∫ ∞

−∞
· · ·
∫ ∞

−∞

∫ 0

−∞

∂(fi ◦ x−1)

∂ti
dt1 · · · dtn

=

∫ ∞

−∞
· · ·
∫ ∞

−∞
(f1 ◦ x−1)(0, t2, . . . , tn) dt2 · · · dtn

=

∫
∂M

inc∗ η,
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which is equal to 0 when ∂M = ∅.
(General Case.) Let {xα : Uα → Rn−} be an atlas forM compatible with the

orientation. We will assume that if Uα intersects with the boundary, then

∂M ∩ Uα = {p ∈ Uα | x1α(p) = 0}

and
Uα − ∂M = {p ∈ Uα | x1α(p) < 0}

so that for each p ∈ ∂M ,
∂

∂x2α

∣∣∣∣
p

, . . . ,
∂

∂xnα

∣∣∣∣
p

is a positively oriented basis for T (∂M)p.
Now let {ρα : M → R} be a partition of unity subordinate to {Uα}. Then

since∑α dρα = d(
∑
α ρα) = d(1) = 0,∫

M

dη =

∫
M

∑
α

ραdη =

∫
M

∑
d(ραη) =

∑∫
Uα

d(ραη)

=
∑∫

∂Uα

inc∗(ραη) =
∑∫

∂M

inc∗(ραη) =
∫
∂M

inc∗(
∑
α

ραη)

=

∫
∂M

inc∗(η)

This completes the proof. □

Corollary 7.4.0.4 Let M be a connected n-manifold without boundary.
If M is oriented, then there exists a canonical isomorphism Hn

c (M) ≃ R.
If M is non-orientable, then Hn

c (M) = {0}.

Proof. SupposeM is oriented. Note that ∫
M

: Ωnc (M) → R is nontrivial and
hence it suffices to show that d(Ωn−1

c (M)) is the kernel of ∫
M
. By the Stokes

Theorem, d(Ωn−1
c (M)) is contained in the kernel.

Now suppose ω ∈ Ωnc (M) and ∫
M
ω = 0. We will find an (n − 1)-form η on

M with compact support and dη = ω.
Take an open cover U := (Ui | i ∈ I) of M such that Ui is diffeomorphic to

Rn for each index i ∈ I. For each index i, let αi be a fundamental form on Ui,
i.e., αi ∈ Enc (Ui) ⊂ Enc (M) and ∫

M
αi =

∫
Ui
αi = 1.

We now claim that the cohomology class [αi] ∈ Hn
c (M) is independent of

i ∈ I.
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SupposeUi∩Uj ̸= ∅ for some i, j ∈ I. Then by considering a differential
form β ∈ En

c (Ui ∩ Uj) ⊂ En
c (Ui) ∩ En

c (Uj) ⊂ En
c (M) with ∫

ui∩Uj
β = 1, we

have
[αi] = [β] = [αj ] ∈ Hn

c (M),

since Hn
c (Rn) = {0}.

Now if Ui ∩ Uj = ∅, since M is connected, there exists a sequence
V1, . . . , Vm ∈ U such that V1 = Ui, Vm = Uj , and V1 ∩ V2 ̸= ∅, …, Vm−1 ∩
Vm ̸= ∅. Thus the cohomology classes [αi] and [αj ] are the same as elements
in Hn

c (M).
Let α be a representative of this class [αi].

Now take a partitions of unity (ρi | i ∈ I) for the cover (Ui | i ∈ I). Then
[ρiω] = ci[αi] = ci[α]

for some constant ci. Since 0 =
∫
M
ω =

∑
i

∫
Ui
ρiω =

∑
i ci, we have

∑
i ci = 0.

Thus [ω] =∑i[ρiω] = (
∑
i ci)[α] = 0 ∈ Hn

c (M).
This shows the first assertion.
Now suppose thatM is non-orientable. We will show that if ω0 is a compactly

supported n-form onM , then there exists a compactly supported (n− 1)-form η
on M such that ω0 = dη. Using a partition of unity, it suffices to show the case
when ω0 is supported in a domain of chart x0 : U0 ≃ Rn. Let c = ∫

U0
ω0 (we use

the chart x0 for the integration).
SinceM is non-orientable,10 there exists a finite sequence of open subsets

U1, . . . , Uk

ofM and diffeomorphisms xi : Ui → Rn, such that
U0 ∩ U1, U1 ∩ U2, . . . , Uk−1 ∩ Uk, Uk ∩ U0

are all connected and nonempty, the transition maps xi−1◦x−1
i (for i = 1, . . . , k)

are orientation preserving, and xk ◦x−1
0 is orientation reversing. We assume that

each Ui is oriented with respect to the chart xi.
For i = 1, . . . , k, let ωi be an n-form which are compactly supported in Ui

and ∫
Ui
ωi = c. Then from the first assertion there exist compactly supported

(n− 1)-forms ηi such that
ωi−1 = ωi + dηi (i = 1, . . . , k)

and
ωk = −ω0 + dη0.

Thus
ω0 = −ω0 + d(η0 + η1 + · · ·+ ηk)

Thus ω0 ∈ dΩn−1
c (M). This completes the proof. □

10The line bundle det(TM) → M has no non-vanishing section. Thus for any point p ∈ M ,
there exists a loop c : [0, 1] → M with c(0) = p = c(1) such that the parallel translation (with
respect to a connection) of a basis v1 ∧ · · · ∧ vn ∈ ∧n(TM)p along c is −v1 ∧ · · · ∧ vn.
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Corollary 7.4.0.5 A compact orientable manifold of dimension > 1 is not
contractible.

7.4.0.6 Fundamental Class

The fundamental cohomology class for a compact connected oriented n-manifold
M , is the unique cohomology class ω ∈ Hn(M) such that∫

M

ω = 1.

7.4.0.7 Exercise

(1) Show that H•+r
c (M × Rr) ≃ H•

c (M).

(3) (Thom Isomorphism) Show that if π : E → M is an oriented vector
bundle of rank r, then

π∗ : H•+r
c (E) ≃ H•

c (M).

(4) Let X be a vector field on an oriented n-manifoldM and let ω ∈ Ωnc (M).
Show that ∫

M

LXω =

∫
∂M

i(X)ω

where LX and i(X) denotes the Lie derivative and the interior product,
respectively.

(5) (Poincaré Duality) Observe the pairing

Hk(M)×Hn−k
c (M) → Hn

c (M) ≃ R

on a connected oriented n-manifoldM without boundary. Hence we have
a map

PD : Hk(M) → Hn−k
c (M)∗.

The Poincaré duality says that this map is an isomorphism [GHV, p.197].
Show that ifM is a compact orientable manifold, then Hk(M) is of finite
dimension.

(6) SHow that
Hk
c ([0,∞)) = {0}

for any k = 0, 1, 2, . . . . Show that forM = [0, 1]× (0, 1),

k 0 1 2
Hk(M) R {0} {0}
Hk
c (M) {0} R {0}
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Show that the Pincaré duality does not hold in general for manifolds with
boundary.

(7) Show that H•
c is not a homotopy invariant.

(8) Let M be a compact connected oriented manifold of dimension 2k. Ob-
serve that the intersection form

Hk(M)×Hk(M) → H2k(M) ≃ R

is symmetric when k is even, and is skew-symmetric when k is odd.

Theorem 7.4.0.8 If M is a noncompact connected n-manifold, then Hn(M) =
{0}.

For a proof, see [Spivak, p. 370] or [John Lee].

7.4.0.9 Euler Characteristic

For a compact manifoldM ,

bk := dimHk(M)

is the k-th Betti number ofM , and

χ(M) :=
∑
k

(−1)kbk

is the Euler-Poincaré characteristic ofM .
WhenM is an orientable closed11 surface, then

b1(M) = 2g

where g is the genus ofM . Thus χ(M) = 2− 2g.

7.4.0.10 Exercise

For an odd dimensional compact manifoldM , show that χ(M) = 0.

11compact and connected without boundary
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7.4.1 Integration along Maps
Let M be a manifold with boundary. Let F : N → M be a proper map from an
oriented k-dimensional manifold N (with boundary). Let ∂F = F ◦ inc : ∂N →
M , where inc : ∂N → N denotes the inclusion. For each compactly supported
differential k-form ξ onM , define∫

F

ξ :=

∫
N

F ∗ξ.

Proposition 7.4.1.1 Let F : N → M be a proper map from an oriented k-
manifold. If η ∈ Ωk−1

c (M), then∫
F

dη =

∫
∂F

η.

Proof. ∫
F
dη =

∫
N
F ∗(dη) =

∫
N
d(F ∗η) =

∫
∂N

inc∗ F ∗η =
∫
∂N

(∂F )∗η =∫
∂F
η. □
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7.5 Brouwer’s Degree of Maps
In this section, every manifold has no boundary.

Let F : M → N be a proper map between oriented manifolds of the same
dimension n. We will assume that N is connected.

By Sard's Theorem, there exists a point q ∈ N which is a regular value of F .
Then the preimage F−1(q) of q is finite, since F is (smooth and) proper.12

For each regular point p ∈M of F , define

sgn(F, p) =
{
+1 if F preserves the orientation at p
−1 if F reverses the orientation at p.

The `algebraic number'

degF :=
∑

p∈F−1(q)

sgn(F, p) ∈ Z

of points in F−1(q) is called the degree of F .
Note that the degree of F is a locally constant function of regular values q in

N . We will soon see that this number is independent of the choice of a regular
value.13

Theorem 7.5.0.1 (Fundamental Theorem of Algebra) Let n be a posi-
tive integer and a0, . . . , an be complex numbers with an ̸= 0. Then the polyno-
mial f(z) = anz

n + · · · + a1z + a0 has a root, i.e., a complex number z0 such
that f(z0) = 0.

Proof. Note that any polynomial map C → C is proper. We will show that f
is surjective. Note that at a regular point of f , f preserves the orientation. Note
also that a complex number z is a critical point of f : C → C if and only if it is
a root of f ′(z). Thus there are only a finite number of critical points, and hence
the number of critical values of f are also finite. Thus the set of regular values
of f is connected. Since degree is a locally constant function of regular values, it
must be constant. If f is not surjective, then the degree of f is identically equal
to zero, and f is a constant map, which contradicts the assumption an ̸= 0. See
the comment after the Corollary 7.5.0.4. □

7.5.0.2 Examples

1. The degree of the identity map (at any value) is 1.
12There exists a continuous map F : S1 → S1 such that all fibers have the power of

continuum [Dieudonné, 1989].
13 cf. L. E. J. Brouwer, Über Abbildung von Manigfaltigkeiten, Math. Annalen 71 (1912),

97–115.
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2. For a positive integer d, let
f : R → R

be a polynomial map of degree d. Note that polynomials are proper maps.
If 0 is a regular value of f , then

deg f =


1 if d is odd and the leading coefficient of f is positive
−1 if d is odd and the leading coefficient of f is negaitive
0 if d is even.

+ - + - +

3. For an integer d, the degree of
f : C∗ → C∗, f(z) = zd

is |d|.
Theorem 7.5.0.3 (Brouwer, 1912) The degree of F : M → N is indepen-
dent of the choice of a regular value q ∈ N of F . Moreover∫

M

F ∗ω = degF ·
∫
N

ω (7.5)

for any ω ∈ Ωnc (N). In particular, if ω represents the fundamental class of N ,
then

degF =

∫
M

F ∗ω.

Proof. Obviously it suffices to show the identity (7.5). Note that for con-
nected oriented n-manifold N (without boundary), the integration map ∫

N
:

Ωnc (N) → R induces the isomorphism
Hn
c (N) ≃ R.

Since the map

Hn
c (N)

[F∗]−→ Hn
c (M) → R, [ω] 7→

∫
M

F ∗ω
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is linear, there exists a constant c such that∫
M

Fi∗ω = c

∫
N

ω

for every ω ∈ Ωnc (N). Now we show that this constant c is equal to the degree
degF . Let F−1(q) = {p1, . . . , pk}. Take connected open neighborhoods V of q
in N and Ui of pi inM , for each i = 1, . . . , k, such that Ui's are mutually disjoint
and F ↾ Ui is a diffeomorphism onto V . Take a ω ∈ Ωnc (N) supported in V and∫
N
ω = 1. Then

c =

∫
M

F ∗ω =
∑
i

∫
Ui

F ∗ω =
∑
i

sgn(F, pi)
∫
V

ω = degF.

This completes the proof.
For another proof, see [Milnor, 1976] or [Dubrovin et al.]. □

Corollary 7.5.0.4 Let F :M → N be a proper map between orientable man-
ifolds, N being connected. If degF ̸= 0, then F is surjective.

Proof. Note that a proper map into a locally compact Hausdorff space is a
closed map [John Lee]. Thus if F is not surjective, then degF = 0. □

From this corollary, one may prove the Fundamental Theorem of Algebra
7.5.0.1, by showing that any polynomial map f : C → C of degree n extends to
a smooth map f̂ : Ĉ → Ĉ of the same degree, where Ĉ is the Riemann sphere.
Corollary 7.5.0.5 Let F : M → N and G : N → L be proper maps between
oriented manifolds of the same dimension, where N and L are connected. Then

deg(G ◦ F ) = degG · degF.

Corollary 7.5.0.6 Let F0, F1 : M → N be proper maps between oriented
manifolds of the same dimension n, where N is connected. If F0 and F1 are
”properly” homotopic, then degF0 = degF1.

Proof. Note that from (6.3.0.2) and (6.3.0.3) there exists a map
h : Ωn(N) → Ωn(M × R) → Ωn−1(M)

such that
F ∗
1 − F ∗

0 = d ◦ h : Ωn(N) → Ωn(M).

Thus for ω ∈ Ωnc (N) with ∫
N
ω = 1,

degF1 =

∫
M

F ∗
1 ω =

∫
M

F ∗
0 ω = degF0.
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(Using a partition {ρα :M → R} of unity subordinate to an open cover {Uα} of
M with compact Uα, one can easily see that ∫

M
dη = 0 for any η ∈ Ωn−1(M)

with supp dη compact.) This completes the proof. □

Note that when M = N as oriented manifolds, then the degree of a proper
self map F :M →M is independent of the choice of orientation.
Theorem 7.5.0.7 Let M be the boundary of a compact oriented smooth man-
ifold W of dimension n+1. Let F :M → N be a smooth map into a connected
oriented n-manifold N . If f extends to a smooth map F : W → N , then
degF = 0.

Proof. Let ω be an n-form on N with the total integral 1. Then

deg f =

∫
M

f∗ω =

∫
∂W

f∗ω =

∫
W

d(f∗ω) =

∫
W

f∗(dω) = 0.

□

Theorem 7.5.0.8 (H. Hopf) LetM be a compact connected oriented n-manifold.
Then two maps

F,G :M → Sn

are homotopic if and only if they have the same degree.

7.5.0.9 Exercise

1. Show that if n is even, then the antipodal map on Sn is not homotopic to
the identity map.

2. Show that, for n ≥ 1, the polynomial map
f : C → C, z 7→ zn + an−1z

n−1 + · · ·+ a1z + a0

is proper and "properly" homotopic to the map z 7→ zn.
3. For polynomial functions p(z) and q(z) without common zeros, find the

degree of the map

P1(C) → P1(C), z 7→ p(z)

q(z)
.

4. Let S3 be the Lie group of unit quaternions.14 For an integer k, consider
the map

F : S3 → S3, q 7→ qk.

14If v ∈ H is an imaginary unit vector, then we have de Moivre (?) identity
(cos θ + v sin θ)k = cos kθ + v sin kθ.
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Show that each imaginary unit vector v ∈ S3 is a regular value of F , and
the degree of F is k.

5. Find the degree of the map
f : SO(3) → SO(3), X 7→ X2.

7.5.1 Line Integral
Let I be an interval in R and let c : I →M be a smooth curve inM . Then for a
1-form ω onM , the line integral is defined by∫

c

ω :=

∫
I

c∗ω.

7.5.1.1 Winding Number

Let γ : S1 → R2 be a smooth map. Then for any point p ∈ (R2−γ(S1)), we have
a map

wp : S1 → S1, t 7→ γ(t)− p

|γ(t)− p|
.

Then the winding number of γ around p is

wind(γ, p) := 1

2π

∫
S1

w∗
p(dθ) = degwp.

Note that
dθ

2π
=

1

2π

ydx− xdy

x2 + y2
=

1

2πi

(
dz

z
− dz̄

z̄

)
.

7.5.1.2 Theorem of Turning Tangents

7.5.2 Linking Number
A knot is an embedding of S1 into R3. The linking number15 L(f, g) of disjoint
knots

f, g : S1 → R3

is the degree of the map

µ : S1 × S1 → S2, (s, t) 7→ f(t)− g(s)

|f(t)− g(s)|
.

7.5.2.1 Exercise

Find the linking number L(f, g) where
f(t) = (cos t, sin t, 0), g(t) = (1, 0, 0) + (cos t, 0, sin t).

15Observed first by Gauss, 1833. 1. 22. cf. C. Nash, Topology and Physics—A Historical
Survey. cf. [Berger, Gostiaux].
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7.5.2.2

More generally, for compact oriented immersed submanifoldsM,N of Rn+m+1

of dimensions n,m, the linking number L(M,N) is the degree of the map

M ×N → Sn+m, (p, q) 7→ q − p

|q − p|
.

Note that
L(M,N) = (−1)n+mL(N,M).

7.5.3 Index of Vector Fields
LetX be a vector field on a manifoldM . Let p ∈M be an isolated singularity of
X. Then we choose a coordinate neighborhood U of p and a chart x : U → Rn
with x(p) = 0. Then the vector field X induces a vector field Y := x∗X on
a neighborhood of 0 in Rn. We choose a small ball Bn(ϵ) so that Y has no
sinularities in Bn(ϵ) other than the origin. Now define

ν(a) :=
Y (ϵa)

|Y (ϵa)|
∈ Sn−1, for a ∈ Sn−1.

The degree of ν : Sn−1 → Sn−1 is called the index of X at p, and denoted by
ind(X, p).

Since degree is a homotopy invariant, it is clear that the choice of ϵ is irrele-
vant in the definition of the index. But we have to show that it is independent
of the choice of chart.

7.5.4 Division Ring
For what integers n, does Rn have a bilinear map

µ : Rn × Rn → Rn

such that for any non-zero vectors x, y ∈ Rn, µ(x, y) ̸= 0? cf. [Karoubi, Leruste,
p.204]
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7.6 Homology Groups
A singular k-cell in a manifold M (with boundary) is a smooth map from a
closed unit ball Bk := {p ∈ Rk : |p| ≤ 1} intoM . For a commutative ring R with
the unit, let Ωk(M,R) be the free R-module generated by singular k-cells inM .
Now we define the boundary operator

δ : Ωk(M,R) → Ωk−1(M,R)

as the unique R-module homomorphism such that

δσ = i∗+σ − i∗−σ

for any σ : Bk →M , where

i± : Bk−1 → Sk−1 = ∂Bk

are defined by i±(p) = (±
√
1− |p|2, p).

Theorem 7.6.0.1 δ2 = 0 and hence we get homology groups (or R-modules)

H•(M,R) :=
∑
k≥0

Hk(M,R)

with coefficients in R.

7.6.0.2 Exercise

Show that ifM is connected, then H0(M,R) ≃ R.

7.6.1 De Rham Isomorphism
Let Ωk(M) := Ωk(M,R) and define a pairing

⟨ , ⟩ : Ωk(M)× Ωk(M) → R

by ⟨σ, ω⟩ =
∫
σ
ω for each σ : Bk →M . Then this pairing induces a pairing

⟨ , ⟩ : Hk(M)×Hk(M) → R

and a map
DR : Hk(M) → Hk(M)∗.

Theorem 7.6.1.1 DR is an isomorphism.

For the proof see [War].
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7.6.1.2 Exercise

Let ω ∈ Ω1(M) satisfy ∫
σ
ω = 0 for any loop σ : S1 →M . Show that ω is exact.

Proposition 7.6.1.3 H•(Sn) ≃ R[xn]/(x2n).

Proof. We have shown already that Hn(Sn) ≃ R ≃ H0(Sn). We will show
that if 0 < k < n, then Hk = 0. Let ω be a representative of an element of
Hk(Sn) and σ : Bk → Sn. Then σ is not surjective and hence σ is a boundary
and ∫

σ
ω = 0. Thus by the de Rham isomorphism, [ω] = 0. This completes the

proof. □
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7.7 Measures
Let M be a topological space and C(M) (or Cc(M)) be the space of continuous
functions on M (or with compact support). We equip C(M) ⊃ Cc(M) with the
compact-open topology.

7.7.0.1 Exercise

If K is a subset ofM and CK(M) denotes the space of continuous functions on
M with support inK, then Cc(M) is the union of CK(M) for all compact subsets
K ofM . Show that a linear functional

µ : Cc(M) → R (7.6)

is continuous if and only if µ ↾ CK(M) is bounded for every compact subsetK of
M . (For compact K, CK(M) is a Banach space, with the supremum norm |·|K .
Then a linear functional on CK(M) is bounded if and only if it is continuous.)

7.7.1 Measure
A linear functional (7.6) is positive if µ(f) ≥ 0 for every f ∈ Cc(M) with f ≥ 0.
A continuous positive linear functional (7.6) is called a measure onM .

7.7.2
Let M be a smooth n-manifold (not necessarily orientable and possibly with
boundary). Then we define a map from Ωn(M) into the space of measures on
M . For ω ∈ Ωn(M),

|ω| : Cc(M) → R
is defined as follows:

Take an atlas {xα : Uα → Rn−} of M and a partition {ρα : M → R} of unity
subordinate to {Uα}. Then ω ↾ Uα = ωα dx

1
α ∧ · · · ∧ dxnα for some ωα ∈ C∞(Uα).

Now for f ∈ Cc(M), |ω|(f) ∈ R is defined by

|ω|(f) :=

∫
M

f d|ω| =
∑
α

∫
M

ρα f d|ω| =
∑
α

∫
Uα

ρα f |ωα| |dx1α ∧ · · · ∧ dxnα|

:=
∑
α

∫
Rn

−

(ρα f |ωα|) ◦ x−1
α dµn.

Again, one can show that this definition is independent of the choice of an atlas
and a partition of unity. Obviously, |ω| is a positive linear functional on Cc(M).
To see the continuity, letK be a compact subset ofM , ρ be a nonnegative contin-
uous function onM with compact support and ρ ↾ K ≡ 1, and letR =

∫
M
ρ d|ω|.

Then for any f ∈ CK(M), |f | ≤ |f |K ρ and hence∣∣∣∣∫
M

f d|ω|
∣∣∣∣ ≤ ∫

M

|f |K ρ d|ω| ≤ R |f |K .
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Thus |ω| is bounded on CK(M) for every compact subset K ofM and hence |ω|
is a measure onM .

7.7.3 Riemannian Measure
Let (M, g) be an oriented Riemannian manifold. Then there exists a unique n-
form dv(g) onM such that for each p ∈M , dv(g)p is the positive unit vector in
∧nTM∗

p . Thus we get a measure |dv(g)| on an oriented Riemannian manifold.
Note that ∫

M

f |dv(g)| =
∫
M

f dv(g)

for any f ∈ Cc(M).
If (M, g) is not orientable, then for each p ∈ M , there exists a unique unit

`vector' |dv(g)|p ∈ (∧nTM∗
p )/{±1}. This defines a measure |dv(g)| onM .

The value
Vol(M, g) := lim

k→∞

∫
M

ρk |dv(g)| ∈ R ∪ {∞},

where ρk ∈ Cc(M) converges (uniformly on every compact subsets) to 1 ∈ C(M),
is called the volume of the Riemannian manifold (M, g).

7.7.4 Divergence
We define the divergence of a vector field on a Riemannian manifoldM :

div : X(M) → C∞(M).

For X ∈ X(M),
LX dvg = (divX)dvg

for any local volume form dvg onM .
Note that divergence is independent of the orientability ofM .

7.7.4.1 Exercise

Let ω be the volume form on an oriented Riemannian manifoldM .
1. Show that

divX = ⋆ d ⋆ (X♭) =
1√
|g|

∑
i

∂i

(√
|g|Xi

)
,

where X =
∑
iX

i∂i and |g| = det(g(∂i, ∂j)).
2. Let D be a compact neighborhood of a point p inM , and let Dt := Φt(D),

where Φt is the flow generated by X. Show that

lim
D→p

d

dt

∣∣∣∣
0

volDt

volD = divX(p)

where D approaches p in the sense that the diameter of D approaches to
0.
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7.7.5 Laplacian
For a function f onM , the (geometric) Laplacian of f is

∆f := −div grad f = − 1√
|g|

∑
i,j

∂

∂xi

(√
|g| gij ∂f

∂xj

)
.

We have a spectrum, a heat equation, wave equation, and the Schrödinger
equation on Riemannian manifolds.

7.7.6 Gaussian Curvature
LetM be an oriented hypersurface16 in Rn+1, with the induced metric g. Then
we have an “outward” unit normal vector field ν onM , which may be considered
as the Gauss map

ν :M → Sn.

Then
ν∗(dv Sn) = K dvg

for some smooth function K onM , called the normal curvature17 ofM .
Note that K is the product of principal curvatures and

|K(p)| = lim
ϵ→0

Vol(ν(BM (p, ϵ)))

Vol(BM (p, ϵ))
,

where BM (p, ϵ) := {q ∈M | distM (p, q) ≤ ϵ}.
Note that ifM is compact,

1

Vol(Sn)

∫
M

K dvg = deg(ν)

is an integer.

Theorem 7.7.6.1 (Hopf, 1926) Let M be a closed18 hypersurface embedded
in Rn+1. Let ν :M → Sn be the Gauss map. Then

deg ν = χ (intM) ,

where intM is the inside of M . If n is even, then

χ (intM) =
1

2
χ(M).

For interesting stories, see [Gottlieb], [Hopf].
16We may assume that M is immersed in Rn+1.
17When n = 2, it is called the Gaussian curvature.
18compact and connected
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7.7.6.2 Exercises

(i) Let (x(t), y(t)) ∈ R2 be a curve parameterized by arclength so that (x′)2 +
(y′)2 ≡ 1. Then the Gauss map is t 7→ (−y′, x′). Since xdy − ydx is the
volume form on S1, the Gaussian curvature is

K = x′y′′ − x′′y′.

Show that |K|2 = (x′′)2 + (y′′)2.
(ii) Let M = {(u1, . . . , un, z) ∈ Rn+1 | z = f(u1, . . . , un)} be the graph of a

smooth map f : Rn → R. Then M is a submanifold of Rn+1 and has an
induced metric g. The basic vector fields onM are

∂

∂uj
= (ej ,

∂f

∂uj
) (1 ≤ j ≤ n)

where e1, . . . , en is the standard basis for Rn. The orientation onM is the
one which makes (u1, . . . , un) positively oriented. Thus

gij =

⟨
∂

∂ui
,
∂

∂uj

⟩
= δij +

∂f

∂ui
∂f

∂uj
.

Show that
vol(g) =

√
1 + |∇f |2 du1 ∧ · · · ∧ dun.

Show that
ν = (−1)n

(−∇f, 1)√
1 + |∇f |2

is the ``outward'' unit normal vector field on M . Compute the Gaussian
curvature ofM . (cf. VII.6.6)
When ∇f ̸= 0, show that the unit vector field

X =
1√

1 + |∇f |2

(
∇f
|∇f |

, |∇f |
)

onM is perpendicular to the “level surfaces ” {(u, z) ∈M | z = constant}.
(iii) Let V be an inner product space of dimension n. Let f : V → V be a

self-adjoint linear map whose eigenvalues are distinct so that there exists
an orthonormal basis e1, . . . , en of V such that f(ej) = λjej for some real
number λj , j = 1, . . . , n. Let S(V ) be the space of unit vectors in V . Find
the critical points of the map

h : S(V ) → R, v 7→ ⟨v, f(v)⟩ .

Note that h(−v) = v and hence we have the induced map
h̄ : P(V ) → R.

Find the critical points of h̄.
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7.7.7 Euler Class
Let E →M be an oriented real vector bundle of rank 2r.

7.7.8 Invariant measure on Lie Groups



Chapter 8

Frobenius Theorem

A subbundle D of the tangent bundle TM of a manifoldM is called a distribu-
tion1 ofM .

A distribution D is involutive if for any sectionX and Y of E, the Lie bracket
[X,Y ] is also a section of D.

A distribution D is (completely) integrable if for any point p ∈ M there
exists a submanifold S ofM such that p ∈ S and for any q ∈ S, TSq = Dq.

An ideal I ofΩ•(M) is called a differential ideal if it is d-closed, i.e., dI ⊂ I.
Given a distribution D onM , let

Ik(D) := {ω ∈ Ωk(M) | ω(X1, . . . , Xk) = 0 for any X1, . . . , Xk ∈ Γ(D)}

and let
I(D) :=

n⊕
k=0

Ik(D).

Then I(D) is an ideal of Ω•(M).

Theorem 8.0.0.1 (Frobenius2) Given a distribution D of M , the following
are equivalent:

(i) D is involutive

(ii) D is integrable

(iii) the ideal I(D) is a differential ideal.

1This terminology is also used in the theory of generalized functions with different meaning.
2Ferdinand Georg Frobenius (1849–1917), a German mathematician. Frobenius theorem

was first proved by Alfred Clebsch (1833–1972, German) and Feodor Deahna (1815–1844,
German).

187



188 CHAPTER 8. FROBENIUS THEOREM

(iv) if θ1, . . . , θk are linearly independent local 1-forms on M which vanishes
on D, where k is the co-dimension of the distribution D, then

dθi =

k∑
j=1

θij ∧ θj

for some 1-forms ωij .

Proof. Since others are rather easy [Morita], we prove (ii) ⇒ (i). Fix a point
p in M . Let Y1, . . . , Yr be a local frame for D in a neighborhood of p. Take a
chart (x1, . . . , xn) near p. Then

Yb =

r∑
a=1

gab
∂

∂xa
+

n∑
i=r+1

hib
∂

∂xi
(b = 1, . . . , r).

for some functions gab and hib.3 We may assume that

det(gab (p))a≤a,b≤r ̸= 0.

Let (g̃ab ) be the inverse matrix of (gab ) and let4 Xb =
∑
a g̃

a
bYa for b = 1, . . . , r.

Then for some functions f ib ,

Xb =
∂

∂xb
+

n∑
i=r+1

f ib
∂

∂xi

and hence
[Xa, Xb] =

n∑
i=r+1

f̃ ib
∂

∂xi

for some functions f̃ ib. SinceD is involutive, [Xa, Xb] is also a linear combination
of X1, . . . , Xr. Thus [Xa, Xb] = 0 and hence the corollary (4.2.0.7) implies the
conclusion. □

Corollary 8.0.0.2 (Mayer-Lie system) Let A and B be open subsets of Rn
and Rm and let f ia : A×B → R be C1-functions for 1 ≤ i ≤ m and 1 ≤ a ≤ n.
Then a system of differential equations

∂yi

∂xa
= f ia(x

1, . . . , xn, y1, . . . , ym) (8.1)

3 We may write as

(Y1 . . . Yr) = (∂1 . . . ∂r ∂r+1 . . . ∂n)
(gab
hi
b

)
4X = Yg−1 = ∂

(g
h

)
g−1 = ∂

(1
g

)
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is completely integrable5 if and only if it satisfies the integrability condition

∂f ia
∂xb

+

m∑
j=1

∂f ia
∂yj

f jb =
∂f ib
∂xa

+

m∑
j=1

∂f ib
∂yj

f ja

for any i, a, b.

For a general statement between Banach spaces cf. [Dieudonné, Vol. I].

Proof. Consider the 1-forms

θi := dyi −
n∑
j=1

f ij(x, y) dx
j (i = 1, . . . ,m)

on Rn × Rm. These forms are linearly independent everywhere. If the integra-
bility condition holds, then

dθi ∧ θ1 ∧ · · · ∧ · · · ∧ θm = 0.

Thus Frobenius theorem says that the system of PDE is completely integrable.
Thus for any (x0, y0) ∈ Rn × Rm, thee exists an embedded submanifold

S(u1, . . . , un) = (x(u1, . . . , un), . . . , y(u1, . . . , un))

of Rn × Rm with S(0, . . . , 0) = (x0, y0) such that
θ1 = 0, · · · , θm = 0

on S. In other words, we have
∂yi

∂uk
−
∑
j

f ij
∂xj

∂uk
= 0.

Since S is an immersion, the matrix(
∂xj

∂uk

∂yi

∂uk

)
=

(
1n
f ij

)(
∂xj

∂uk

)
is of rank n, and hence

(
∂xj

∂uk

)
is nonsingular. Therefore, the projection map

S ↪→ Rn × Rm → Rn is locally invertible. Thus y = f(x) for some f . □

8.0.1 Exercise
Given a 1-form ω on an n-manifoldM , a function f onM is called an integrating
factor6 of ω if fω is exact. Show that if ω is non-trivial at some point p in M ,
and n = 2, then ω has an integrating factor in a neighborhood of p.

5I.e., for any point (x0, y0) in A × B, there exists a neighborhood U of x0 and a function
y : U → B such that y(x0) = y0 and (8.1) holds at every point of U .

6cf. Spivak, Vol. IV, p.457.
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Chapter 9

Classification of manifolds

LetM be a connected topological manifold (without boundary) of dimension n.

9.1 n = 0

A connected 0-dimensional manifold is a singleton.

9.2 n = 1

A connected topological 1-manifold is homeomorphic to either R or S1.
It has a smooth structure and every smooth structure is diffeomorphic to

either R or S1.
A connected topological 1-manifold-with-nonempty-boundary is homeomor-

phic to either [0, 1) or [0, 1].
For details, see [Berger, Gostiaux], [Dieudonné], [Fuks and Rokhlin, p.139],

[Guillemin, Pollack], [John Lee], [Spivak].

9.3 n = 2

Every topological surface has a unique differentiable structure up to diffeomor-
phism.

9.3.1 Compact Surfaces
A compact connected orientable surface is a “connected sum” T2# · · ·#T2 of g
tori, where g is called the genus.

A compact connected non orientable surface is P2# · · ·#P2, the connected
sum of the real projective planes. K := P2#P2 is the Klein bottle.
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9.3.1.1 Exercise.

Show that P2#T2 is equal to P2#K.

9.3.2
There are three basic geometric surfaces: The sphere S2, the Euclidean plane
E2, and the hyperbolic plane H2. These are homogeneous surfaces1 of constant
Gaussian curvature K > 0, K = 0, and K < 0, respectively2

IfM is a surface with a Riemannian metric ds2, then for each point p inM ,
there exists a coordinate system (x, y) in a neighborhood U of p such that

ds2 ↾ U = ρ(dx2 + dy2)

for some positive function ρ : U → R. Such a coordinate system is called an
isothermal or conformal coordinate system [Taylor].

Thus if M is orientable, M has a complex structure, and it becomes a Rie-
mann surface.

In general, the universal cover M̃ ofM is orientable, and hence M̃ becomes
a Riemann surface. The fundamental group π1(M) acts on M̃ without fixed
points and the action of each element in π1(M) is either holomorphic or anti-
holomorphic.

Riemann's uniformization theorem (cf. [Taylor, III], [Dieudonné, Vol. I,
(10.3), Problem 4]) says that every simply connected Riemann surface M̃ is
biholomorphic to either the complex plane C, the upper half plane H, or the
Riemann sphere P1(C).

Case: M̃ ≃ C
Case: M̃ ≃ H
Case: M̃ ≃ P1(C)

1A metric space X is homogeneous if for any two points p and q in X, there exists an
isometry f : X → X such that f(p) = q.

2cf. [Bon]
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9.4 n ≥ 5

9.4.1 Topological Poincaré Conjecture
S2 × S2 is a compact simply connected 4-manifold, but it is not homeomorphic
to S4. The generalized Poincaré conjecture in higher dimension (n ≥ 4) has
three different forms:

• (Cn) A compact n-dimensional topological manifold which is homotopic
to Sn is homeomorphic to Sn.

• (PLn) A compact n-dimensional PL manifold which is homotopic to Sn is
PL-isomorphic to Sn.

• (Dn) A compact n-dimensional smooth manifold which is homotopic to
Sn is diffeomorphic to Sn, if n < 7.

Cn is true for all n.
? Stallings and Zeeman proved that PLn is true for n ≥ 5.
S. Smale proved that D5 and D6 are true.
The generalized topological Poincaré conjecture says that “any compact n-

manifold homotopic to Sn is homeomorphic to Sn”. This is proved, for n ≥ 5,
by S. Smale (1961), who proved “h-cobordism conjecture” [Fomenko], [Mil;C],
[Nash].

9.4.2 Smooth manifolds
A closed topological manifold of dimension greater than or equal to 5 has at
most finitely many non-diffeomorphic smooth structures [Scorpan].

9.4.3 Exotic Spheres
In 1956, John Milnor showed that there is an exotic differentiable structure on
the topological 7-sphere S7. In 1963, Michael Kervaire and John Milnor found
that the number of non-isomorphic differentiable structures on S7 is 15 (28 if
orientations are conted).

For k = 1, . . . , 28, let
Zk := {(z1, z2, z3, z4, z5) ∈ C5 − {0} | z6k−1

1 + z32 + z23 + z24 + z25 = 0}.

Then Zk is a complex manifold of complex dimension 4.
Let
S9 := {(z1, z2, z3, z4, z5) ∈ C5 | |z1|2 + |z2|2 + |z3|2 + |z4|2 + |z5|2 = 1}.

Then
S9 ∩ Zk

are all smooth manifolds homeomorphic to S7, and they are NOT diffeomorphic
to each other [Tau2], [Poor].
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9.5 Rn

Let n be a nonnegative integer. If n ̸= 4, then Rn has a unique differentiable
structure (up to diffeomorphism).

In fact, every non compact manifolds are smoothable [Quinn].
On R4, there are uncountably many non-diffeomorphic differentiable struc-

tures. In an exotic R4, there exists a compact set which is not in the interior of
a smooth embedded 3-sphere.
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9.6 n = 4

9.6.1 Intersection Forms
Simply connected compact 4-manifolds are completely classified by M. Freed-
man [Fre] by studying the “intersection forms”.

Theorem 9.6.1.1 (Freedman, 1982) Let M4 be the collection of homeo-
morphism types of simply connected oriented compact 4-manifolds. Let q be a
unimodular symmetric bilinear form on a finitely generated abelian group.

(i) If q is even, then there exists a unique M ∈ CalM4 such that the inter-
section form of M is isomorphic to q.

(ii) If q is odd, then there exist only two M+,M− in M4 such that their
intersections forms are isomorphic to q.

9.6.2 Poincaré Conjecture in 4-d
In particular, he showed that any compact 4-manifold homotopic to S4 is home-
omorphic to S4.

9.6.3 Undecidable
9.6.3.1 Fundamental groups of manifolds

9.6.3.2 Halting Problem

Turing(1936) showed that the Halting Problem is unsolvable.

9.6.3.3 Word Problem

Following is the word problem: Is there an algorithm which determines,
whenever a finite set of defining relations for a group G and a word w
are given, whether w is the identity element?

Novikov(1955) showed that the word problem is undecidable.
In 1908, Tietze made a conjecture that the isomorphism problem for groups

is unsolvable. This problem was solved by Adyan in 1957 [Stillwell, 2010].

Theorem 9.6.3.4 (Markov, 1958) If n ≥ 4, then the classification of topo-
logical manifolds of dimension n is impossible.

9.6.4 Smooth 4-manifolds
In general, a topological manifold may have none, several, or infinitely many
non isomorphic differentiable structures.

The number of distinct differentiable structures on S4 is not known yet.
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9.6.5 E8-manifold
Let

E8 := {(x1, . . . , x8) ∈ R8 | 2xi ∈ Z, x1 ≡ · · · ≡ x8 mod Z, x1+· · ·+xn ≡ 0 mod 2}.

Then E8 is a free abelian group with a basis

e1 + e2, e2 + e3, e3 + e4, e4 + e5, e5 + e6, e6 + e7, e7 + e8,
1
2 (e1 − e2 + e3 − e4 + e5 + e6 − e7 + e8).

The quadratic form on E8 (induced from the Euclidean structure on R8) is rep-
resented by the matrix

2 1 0 0 0 0 0 0
1 2 1 0 0 0 0 0
0 1 2 1 0 0 0 0
0 0 1 2 1 0 0 0
0 0 0 1 2 1 0 1
0 0 0 0 1 2 1 0
0 0 0 0 0 1 2 0
0 0 0 0 1 0 0 2


∈ SL(8,Z)

with respect to the above basis.

This quadratic form is even and positive definite and unimodular (of deter-
minant 1).

Given a compact simply oriented topological 4-manifold M , H2(M,Z) is a
free abelian group of finite rank, and we have an intersection form

IM : H2(M,Z)×H2(M,Z) → Z,

which is a unimodular integral quadratic form.
Given any unimodular3 integral quadratic form q, there exists a simply con-

nected topological 4-manifold having q as its intersection form [Freedman, 1982].
V. Rokhlin's theorem (1952) says that the signature of any smooth compact

4-manifold M with a spin structure4 is divisible by 16. A simply connected
4-manifold with even intersection form has a spin structure.

Thus E8-manifold has no smooth structure.
3An integral lattice of determinant ±1 is said to be unimodular.
4Or equivalently, w2(M) = 0 ∈ H2(M,Z)
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9.6.6 Donaldson’s Theorem
Theorem 9.6.6.1 (Donaldson, 1982) If M is a simply connected compact
4-manifold with positive definite intersection form q, then q is diagonalizable
over the integers.

cf. [Fomenko], [Nash].
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9.7 n = 3

M has a unique smooth structure up to diffeomorphism.
Poincaré's original conjecture (1904), was finally solved by Gregory Perel-

man.

Theorem 9.7.0.1 (Perelman (2003)) Any compact simply connected 3-manifold
is homeomorphic to S3.

One of the most famous mathematical questions in the 20th century was
Poincaré's questionwhich asks whether a simply connected compact 3-manifold
is homeomorphic to the 3-sphere.

W. Thurston's geometrization conjecture says that there are eight 3D ge-
ometries:

R3, H3, S3, S2 × R, H2 × R, Nil, Sol, S̃L2(R).

Geometrization conjecture implies the Poincaré conjecture.
In 2002--2003, G. Perelman announced the affirmative answer for the ge-

ometrization conjecture through the internet.

9.7.1 Geometric Structure
A metric space X is said to be homogeneous if for any two points p and q in X,
there exists an isometry5 f : X → X such that f(p) = q.

A metric space X is locally homogeneous if for any two points p and q in X,
there exist a neighborhood Up pf p, a neighborhood Uq of q, and an isometry
f : Up → Uq such that f(p) = q. cf. [Bon]

A geometric structure on a manifold M is a complete Riemannian metric
onM which is locally homogeneous.

Theorem 9.7.1.1 (Singer, 1960) A simply-connected complete locally ho-
mogeneous Riemannian manifold is homogeneous.

A simply-connected homogeneous Riemannian manifold is called a geome-
try.

9.7.2 Eight Geometries
Following spaces are complete Riemannian manifolds of constant sectional cur-
vature:

Sn, En, Hn.

5A map between two metric spaces is called an isometry if it is bijective and distance-
preserving.
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9.7.2.1 Nil Geometry

The Nil geometry (or Heisenberg group) is the Lie group

Nil :=


1 a b
0 1 c
0 0 1

∣∣∣∣∣∣ a, b, c ∈ R


together with a left invariant metric.

9.7.2.2 Sol Geometry

The Sol geometry is R3 with the Lie group structure

(x, y, z) · (x′, y′, z′) := (x+ ezx′, y + e−zy′, z + z′)

together with a left invariant metric.

Theorem 9.7.2.3 There are eight geometries in dimension 3:

S3, E3, H3, S2 × E1, H2 × E1, Nil, Sol, S̃L2(R).

9.7.3 Space Form Problem
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Appendix A

Linear Algebra of Tensors

Let R be a commutative ring with the unit element 1. In this chapter every
module is assumed to be anR-module and every homomorphism is anR-module
homomorphism.

A.1 Free module
Let S be a set. Then the free R-module FR(S) generated by the set S consists of
all maps f : S → R such that the carrier set

carr f = {s ∈ S | f(s) ̸= 0}

is finite.
Obviously, FR(S) is a submodule of all maps from S to R.
There is a canonical injection ˆ : S → FR(S) sending s ∈ S to the map

ŝ : S → R which has the value 1 at s and 0 elsewhere. Thus if f ∈ FR(S), then

f =
∑

s∈carr f
f(s)ŝ.

Theorem A.1.0.1 (Universal Property) For any map h from S into a mod-
ule V , there exists a unique module homomorphism h̃ : FR(S) → V such that
h = h̃ ◦ .̂

Proof. Let∑i riŝi be an element of FR(S). Then h̃ : FR(S) → V has to be
defined as follows:

h̃
(∑

riŝi

)
=
∑

rih(si).

Then h̃ is the desired homomorphism. □
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We will identify an element s of S with ŝ so that FR(S) consists of all finite
formal linear combinations

r1s1 + · · ·+ rnsn (r1, . . . , rn ∈ R, s1, . . . sn ∈ S).

It is easy to see that if T is a subset of S, thenFR(T ) is a submodule ofFR(S).
A module is said to be free if it is isomorphic to the free module generated by
some set.

A.2 Tensor Products
Let V andW bemodules. Then the tensor product of V andW (overR), denoted
by V ⊗W or V ⊗RW , is defined as follows.

Consider the free module FR(V ×W ) generated by the set V ×W and let
SR(V ×W ) be the submodule of FR(V ×W ) generated by the elements of the
form

(av + a′v′, bw + b′w′)− ab(v, w)− a′b(v′, w)− ab′(v, w′)− a′b′(v′, w′)

for any a, b ∈ R, v, v′ ∈ V and w,w′ ∈W . Then

V ⊗W := FR(V ×W )/SR(V ×W ),

the quotient module of FR(V ×W ) by the submodule SR(V ×W ).
Let

⊗ : V ×W → V ⊗W

be the composition of the canonical injection inj : V ×W → V ⊗W and the
quotient map quo : FR(V ×W ) → FR(V ×W )/SR(V ×W ). Usually, we denote

⊗(v, w) =: v ⊗ w

for (v, w) ∈ V ×W . It is obvious that ⊗ : V ×W → V ⊗W is bilinear.

Proposition A.2.0.1 For any bilinear map h from V × W to a module U ,
there exists a unique homomorphism h̃ : V ⊗W → U such that h = h̃ ◦ ⊗.

Proof. By the universal property of the free module, there exists a unique
homomorphism h′ : FR(V ×W ) → U such that h = h′ ◦ inj. Now

h′|SR(V ×W ) = 0

and hence there exists a unique homomorphism h̃ : V ⊗ W → U such that
h′ = h̃ ◦ quo. Thus h = h′ ◦ inj = h̃ ◦ quo ◦ inj = h̃ ◦ ⊗. Now h̃ is bilinear and
such h̃ is unique. □
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A.2.1 Remark
If a module U together with a bilinear map i : V ×W → U satisfies the above
'universal property', then it is isomorphic to the tensor product V ⊗W .

Wemay regard V ⊗W as the collection of all formal finite linear combinations∑
rjvj ⊗ wj

for rj ∈ R, vj ∈ V and wj ∈W with the relation

(rv + r′v′)⊗ (sw+ s′w′) = rs(v ⊗w) + rs′(v ⊗w′) + r′s(v′ ⊗w) + r′s′(v′ ⊗w′)

for r, r′, s, s′ ∈ R, v, v′ ∈ V and w,w′ ∈W .

A.2.2 Example
Let R be the field of real numbers. Let X be a topological space and let C(X) be
the R-algebra of continuous (real valued) functions on X. Then for any finite
dimensional vector space V over R, C(X)⊗R V is isomorphic to the vector space
C(X;V ) of all continuous maps1 from X into V .

Proof. Define
i : C(X)× V → C(X;V )

by i(f, v)(x) = f(x)v for f ∈ C(X), v ∈ V and x ∈ X. Then i is bilinear over R.
We now claim that i satisfies the universal property. Let h be any bilinear map
from C(X) × V into a real vector space W . Then define h̃ : C(X;V ) → W as
follows; Let e1, . . . , en be a basis for V . Then for ϕ ∈ C(X,V )

ϕ =

n∑
j=1

i(ϕj , ej)

for some ϕj ∈ C(X). Now

h̃(ϕ) :=
∑
j

h(ϕj , ej).

Thus C(X;V ) is isomorphic to C(X) ⊗ V . Note that the homomorphism h̃ is
independent of the choice of the basis for V . □

1A finite dimensional real vector space is isomorphic to Rn for some integer n. The topology
on V is induced from Rn by an isomorphism V ≃ Rn, which is independent of the choice of
isomorphism.
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A.2.3 Exercises
(i) Show that for modules V andW , V ⊗W is isomorphic toW ⊗ V .
(ii) Show that if V is an R-module, then V ⊗R R is isomorphic to V .
(iii) Let Z be the ring of integers and let Zm := Z/mZ for positive integers m.

Show that
Zm ⊗ Zn ≃ Z(m,n)

as Z-modules (or abelian groups), where (m,n) denotes the greatest com-
mon divisor of m and n.

(iv) Define the tensor product U ⊗V ⊗W of three modules U, V andW . Show
that it is isomorphic to (U ⊗ V )⊗W ≃ U ⊗ (V ⊗W ).

(v) Show that
(⊕jVj)⊗W ≃ ⊕j (Vj ⊗W )

for any family {Vj} of modules and a module W , where ⊕ denotes the
'direct sum'.

(vi) Assume bilinear maps
V1 × V2 → V3, (v1, v2) 7→ v1v2

W1 ×W2 →W3, (w1, w2) 7→ w1w2.

Show that there exists a unique bilinear map
(V1 ⊗W1)× (V2 ⊗W2) → V3 ⊗W3

such that (v1 ⊗ w1)(v2 ⊗ w2) = (v1v2)⊗ (w1w2).
In particular, if V andW are (associative) algebras, so is V ⊗W .

(vii) Suppose that A = ⊕k=0,1,...A
k is a graded-commutative algebra2 and L is

a Lie algebra. Show that A⊗ L is a graded Lie algebra in the sense that
[a, b] = −(−1)kl[b, a]

(−1)mk[a, [b, c]] + (−1)kl[b, [c, a]] + (−1)lm[c, [a, b]] = 0

for a ∈ Ak ⊗ L, b ∈ Al ⊗ L, c ∈ Am ⊗ L.
(viii) Suppose that A = ⊕kAk is a graded-commutative algebra and B is an

associative algebra. Define the commutator
[a, b] = ab− (−1)klba

for a ∈ Ak⊗B and b ∈ Al⊗B, so that c2 = 1
2 [c, c] for an odd type element

of A⊗B. Show that A⊗B is a graded Lie algebra.
2An algebra A is a graded algebra if it is a direct sum of subspaces Ak for k = 0, 1, . . .

such that AkAl ⊂ Ak+l for any nonnegative integers k and l. A graded-commutative algebra
is a graded algebra A such that ab = (−1)klba for any a ∈ Ak and b ∈ Al.
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A.2.4 Multilinear Maps
Let V1, . . . , Vn be modules. Then the tensor product V1 ⊗ · · · ⊗ Vn consists of
finite formal linear combinations of the elements of the form

v1 ⊗ · · · ⊗ vn

for vj ∈ Vj , with the relation

v1⊗· · ·⊗(rvj+r
′v′j)⊗· · ·⊗vn = r(v1⊗· · ·⊗vj⊗· · ·⊗vn)+r′(v1⊗· · ·⊗v′j⊗· · ·⊗vn).

One may define V1 ⊗ · · · ⊗ Vn explicitly as a quotient module of the free
module FR(V1 × · · · × Vn) generated by the set V1 × · · · × Vn.

There is a canonical multilinear map ⊗ : V1 × · · · × Vn → V1 ⊗ · · · ⊗ Vn.

Theorem A.2.4.1 For any multilinear map h from V1×· · ·×Vn into a module
W , there exists a unique linear map h̃ : V1⊗ · · ·⊗Vn →W such that h = h̃ ◦⊗.

A.2.5 Remark
For modules V1, . . . , Vn and W , let L(V1, . . . , Vn;W ) be the module of all mul-
tilinear maps from V1 × · · · × Vn into W . Then it is obvious from the universal
property that we have a canonical isomorphism

µ : L(V1 ⊗ · · · ⊗ Vn;W ) ≃ L(V1, . . . , Vn;W ).

In particular,
(V1 ⊗ · · · ⊗ Vn)

∗ ≃ L(V1, . . . , Vn;R),

where ∗ denotes the `dual module'.

A.3 Duality
There is a unique homomorphism

δ : L(V1;W1)⊗ · · · ⊗ L(Vn;Wn) → L(V1 ⊗ · · · ⊗ Vn;W1 ⊗ · · · ⊗Wn)

such that

δ(f1 ⊗ · · · ⊗ fn)(v1 ⊗ · · · ⊗ vn) = f1(v1)⊗ · · · ⊗ fn(vn)

for fj ∈ L(Vj ;Wj) and vj ∈ Vj .
In particular, we have

V ∗
1 ⊗ · · · ⊗ V ∗

n
δ−−−−→ (V1 ⊗ · · · ⊗ Vn)

∗ µ−−−−→
≃

L(V1, . . . , Vn;R).
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A.3.1 Remark
There is a natural homomorphism

ν : V ∗ ⊗W → L(V ;W )

such that (ν(v∗ ⊗ w))(v) = v∗(v)w, for v ∈ V , v∗ ∈ V ∗ and w ∈W .

A.4 Over a field F
From now on R is a field F and every vector space is over F.
Proposition A.4.0.1 Let V1, . . . , Vn be finite dimensional vector spaces of di-
mension m1, . . . ,mn, respectively.

(1) Let {vj,1, . . . , vj,mj} be basis for Vj , 1 ≤ j ≤ n. Then

{v1,i1 ⊗ · · · ⊗ vn,in : 1 ≤ i1 ≤ m1, . . . , 1 ≤ in ≤ mn}

is a basis for V1 ⊗ · · · ⊗ Vn.

(2) If V ′
j is a subspace of Vj , then V ′

1 ⊗ · · ·⊗V ′
n is a subspace of V1 ⊗ · · ·⊗Vn.

(3) ν : V ∗
1 ⊗ V2 → L(V1;V2) is an isomorphism.

(4) If W1, . . . ,Wn are finite dimensional vector spaces, then

δ : L(V1;W1)⊗ · · · ⊗ L(Vn;Wn) → L(V1 ⊗ · · · ⊗ Vn;W1 ⊗ · · · ⊗Wn)

is an isomorphism. In particular,

δ : V ∗
1 ⊗ · · · ⊗ V ∗

n → (V1 ⊗ · · · ⊗ Vn)
∗ (4.2)

is an isomorphism.

Proof. (1) It is clear that {v1,i1 ⊗· · ·⊗ vn,in} generates V1⊗· · ·⊗Vn. To see
the linear independence, suppose∑

i1,...,in

ai1,...,in(v1,i1 ⊗ · · · ⊗ vn,in) = 0.

Let {v∗1,1, . . . , v∗1,m1
} be the dual basis of {v1,1, . . . , v1,m1

}. Now apply
v∗1,j1 ⊗ id : V1 ⊗ (V2 ⊗ · · · ⊗ Vn) → F⊗ (V2 ⊗ · · · ⊗ Vn) ≃ V2 ⊗ · · · ⊗ Vn

to get ∑
j1,i2,...,in

ai2,...,in(v2,i2 ⊗ · · · ⊗ vn,in) = 0.

Now inductively we see that all the coefficients are equal to 0.
(2) Since any basis of a subspace can be extended to a basis for the whole

space, it is clear from (1).
(3) and (4) are easy. □
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A.4.1 Remark
Note that under the identification (4.2), if {v∗j,ij} is the dual basis of {vj,ij}, then
{v∗1,i1 ⊗ · · · ⊗ v∗n,in} is the dual basis of {v1,i1 ⊗ · · · ⊗ vn,in}.

A.4.1.1 Exercise

For a finite dimensional vector space V over a field F, let c : V ∗ ⊗ V → F be the
contraction map. Show that the composition map

End(V ) ≃ V ∗ ⊗ V
c−→ F

is the trace map.

A.5 Inner Products
Now we consider a finite dimensional vector space over R together with a (pos-
itive definite) inner product

⟨ , ⟩ : V × V → R.

Then the `musical isomorphism'
♭ : V → V ∗

is defined by ♭(v)(u) = ⟨v, u⟩ for u, v ∈ V . The induced inner product on V ∗ is
the one such that ♭ is an isometry. Thus if {v1, . . . , vn} is an orthonormal basis
for V , then the dual basis {v∗1 , . . . , v∗n} is also orthonormal.

The inverse of ♭ is denoted by ♯.
IfW is also an inner product space, then the musical isomorphisms of V and

W induce an isomorphism
V ⊗W ≃ V ∗ ⊗W ∗ ≃ (V ⊗W )∗,

which in turn induces an inner product on V ⊗W . Thus
⟨v ⊗ w, v′ ⊗ w′⟩ = ⟨v, v′⟩ · ⟨w,w′⟩

and if {v1, . . . , vn} and {w1, . . . , wm} are orthonormal bases for V and W , re-
spectively, then {vi ⊗ wj} is an orthonormal basis for V ⊗W .

A.5.1 Exercises
(1) Using the isomorphism ν : V ∗ ⊗ W → L(V ;W ), describe how inner

products on V and W induce an inner product on L(V ;W ). Show that
if f ∈ L(V ;W ), then

|f | =

(∑
i

|f(vi)|2
)1/2

for any orthonormal basis {v1, . . . , vn} for V .
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(2) Use identifications V ∗
1 ⊗ · · · ⊗ V ∗

k ≃ (V1 ⊗ · · · ⊗ Vk)
∗ ≃ L(V1, . . . , Vk;R)

to describe inner products on these spaces induced by inner products on
V1, . . . , Vk. Show that

⟨v1 ⊗ · · · ⊗ vk, u1 ⊗ · · · ⊗ uk⟩ = ⟨v1, u1⟩ · · · ⟨vk, uk⟩

and
|f | =

(∑
|f(v1,i1 , . . . , vk,ik)|

2
)1/2

for f ∈ L(V1, . . . , Vk;R) and orthonormal basis {Vj,ij} of Vj .

A.6 Tensor Algebra
Let ⊗kV be the tensor product of k copies of a finite dimensional vector space
V over a field F and let

⊗•V :=

∞∑
k=0

⊗kV,

where ⊗0V = F. Then ⊗•V becomes an (associative) graded algebra (over F)
with the multiplication

⊗ : (⊗kV )× (⊗lV ) → ⊗k+lV

characterized by

(v1 ⊗ · · · ⊗ vk)⊗ (vk+1 ⊗ · · · ⊗ vk+l) = v1 ⊗ · · · ⊗ vk ⊗ vk+1 ⊗ · · · ⊗ vk+l.

LetLk(V ) := L(V, . . . , V ;F) be the space of all k-linear maps V ×· · ·×V → F.
Then we have the following identifications;

⊗k(V ∗) ≃ (⊗kV )∗ ≃ Lk(V ).

A.6.1 Exercise
Using the identification above, translate the multiplication

⊗ : ⊗k(V ∗)×⊗l(V ∗) → ⊗k+l(V ∗)

into the multiplication on other spaces. In particular, show that if f ∈ Lk(V )
and g ∈ Ll(V ), then

(f ⊗ g)(v1, . . . , vk+l) = f(v1, . . . , vk) · g(vk+1, . . . , vk+l)

for vj ∈ V .
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A.7 Symmetric Tensors
Let V be a finite dimensional vector space over a field F of characteristic 0. Let
Sk be the group of permutations of the set {1, 2, . . . , k}. Then for σ ∈ Sk and
(v1, . . . , vk) ∈ V × · · · × V , define

(v1, . . . , vk)
σ := (vσ1, . . . , vσk).

Then this right action induces a linear action on ⊗kV ;
(v1 ⊗ · · · ⊗ vk)

σ = vσ1 ⊗ · · · ⊗ vσk.

The elements of ⊗kV invariant under this action are called the symmetric ten-
sors. They form a subspace ⊗ksymV of ⊗kV .

The averaging process

Symk(v1 ⊗ · · · ⊗ vk) :=
1

k!

∑
σ∈Sk

(v1 ⊗ · · · ⊗ vk)
σ

gives rise to a projection of ⊗kV onto ⊗ksymV .

A.7.1 Exercise
Let Lksym(V ) be the space of all symmetric k-linear maps of V × · · · × V → F.
Show that under the identification ⊗k(V ∗) ≃ Lk(V ), ⊗ksym(V ∗) corresponds to
Lksym(V ). Show that

Symk(f)(v1, . . . , vk) =
1

k!

∑
σ

f(vσ1, . . . , vσk)

for f ∈ Lk(V ).

A.8 Alternating Tensors
Let V be a finite dimensional vector space over a field F of characteristic 0. Let
Sk be the group of permutations of the set {1, 2, . . . , k}. Then we have another
linear action of Sk on ⊗kV ;

(v1 ⊗ · · · ⊗ vk)× σ 7→ sgn(σ)(v1 ⊗ · · · ⊗ vk)
σ.

for σ ∈ Sk and (v1, . . . , vk) ∈ V ×· · ·×V . The elements of ⊗kV invariant under
this action are called the alternating tensors. They form a subspace ⊗kaltV of
⊗kV .

The averaging process

Altk(v1 ⊗ · · · ⊗ vk) :=
1

k!

∑
σ∈Sk

sgn(σ)(v1 ⊗ · · · ⊗ vk)
σ

gives rise a projection of ⊗kV onto ⊗kaltV .
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A.8.1 Exercises
(1) Let Lkalt(V ) be the space of all alternating k-linear maps of V × · · · × V →

F. Show that under the identification ⊗k(V ∗) ≃ Lk(V ), ⊗kalt(V ∗) corre-
sponds to Lkalt(V ). Show that

Altk(f)(v1, . . . , vk) =
1

k!

∑
σ

sgn(σ)f(vσ1, . . . , vσk)

for f ∈ Lk(V ).
(2) Show that for z ∈ ⊗kV and σ ∈ Sk, (Altk(z))σ = sgn(σ)Altk(z) =

Altk(zσ).
(3) If V is an inner product space (over R), then with the induced inner prod-

uct on ⊗kV , ker(Altk) and ⊗kalt(V ) are perpendicular.
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A.9 Grassmann’s Exterior Algebra
Let V be a vector space over a field F. Then for any linearly independent vectors
v1, . . . , vk in V ,

v1 ∧ · · · ∧ vk
is an equivalence class of the oriented parallelepiped. If w1, . . . , wk are linearly
independent vectors in V , then

w1 ∧ · · · ∧ wk = v1 ∧ · · · ∧ vk
if and only if the parallelepiped generated by (w1, . . . , wk) and the parallelepiped
generated by (v1, . . . , vk)

(i) are in the same k-dimensional subspace of V and
(ii) have the same orientation and the same k-dimensional volume in the sense

that there exists g ∈ SL(k,F) such that (w1, . . . , wk) = (v1, . . . , vk)g.
In fact, for any positive integer k, there exists a vector space, denoted by ∧kV

together with a multilinear map
∧ : V × · · · × V︸ ︷︷ ︸

k

→ ∧kV, (v1, . . . , vk) 7→ v1 ∧ · · · ∧ vk (A.1)

such that v1 ∧ · · · ∧ vk = 0 if and only if (v1, . . . , vk) is a linearly dependent
collection of vectors. Moreover, the map (A.1) satisfies a universal property: If
p : V × · · · × V → W is a multilinear map such that p(v1, . . . , vk) = 0 if and
only if (v1, . . . , vk) is a linearly dependent collection of vectors, then there exists
a unique linear map p̃ : ∧kV →W such that p = p̃ ◦ ∧.

A.9.1
Let V be a finite dimensional vector space over R. Then the k-th alternating,
exterior or wedge power of V , denoted by ∧kV , is a vector space consisting of
linear combinations of

v1 ∧ · · · ∧ vk
for v1, . . . , vk ∈ V with the relations

v1 ∧ · · · ∧ vi ∧ · · · ∧ vj ∧ · · · ∧ vk = −v1 ∧ · · · ∧ vj ∧ · · · ∧ vi ∧ · · · ∧ vk
for 1 ≤ i < j ≤ k and

v1 ∧ · · · ∧ (vj + av′j) ∧ · · · ∧ vk
= v1 ∧ · · · ∧ vj ∧ · · · ∧ vk + a(v1 ∧ · · · ∧ v′j ∧ · · · ∧ vk)

where a ∈ R and j = 1, . . . , k.
In other words, ∧kV is the quotient space of ⊗kV by the subspace Nk gen-

erated by the elements of the form
v1 ⊗ · · · ⊗ vk

where vi = vi+1 for some i ∈ {1, . . . , k − 1}.



212 APPENDIX A. LINEAR ALGEBRA OF TENSORS

A.9.2 Exercise
Show that N =

∑∞
k=2Nk is the (homogeneous) ideal of ⊗•V generated by

elements of the form v ⊗ v for v ∈ V . Thus

∧•V = ⊗•V /N =
∑
k

∧kV

is naturally an (associative) algebra over R, where ∧0V := R and ∧1V := V .
This algebra is called the exterior (or Grassmann) algebra of V . The product of
elements ω and η in ∧•V is denoted by ω ∧ η.

A.9.3
The natural map of V × · · · × V into ∧kV is denoted by ∧. Then ∧ : V × · · · ×
V → ∧kV satisfies the universal property that any alternating k-linear map of
V × · · · × V into a vector space W factors through a unique linear map of ∧kV
intoW . This gives the canonical identification

L(∧kV ;W ) ≃ Lkalt(V ;W ).

In particular, we have
(∧kV )∗ ≃ Lkalt(V ).

A.9.3.1 Remark

We have a (splitting) short exact sequence

0 → Nk → ⊗kV → ∧kV → 0

and Nk = ker Altk. Thus ∧kV is isomorphic to ⊗kaltV (non canonically). Under
this isomorphism v1 ∧ · · · ∧ vk corresponds to

Altk(v1 ⊗ · · · ⊗ vk) =
1

k!

∑
σ

sgn(σ) · vσ(1) ⊗ · · · ⊗ vσ(k).

We will not identify these two elements.

Theorem A.9.3.2 (i) For σ ∈ Sk and v1, . . . , vk ∈ V ,

vσ(1) ∧ · · · ∧ vσ(k) = (sgnσ) · v1 ∧ · · · ∧ vk.

(ii) If ω ∈ ∧kV and η ∈ ∧lV , then ω ∧ η = (−1)klη ∧ ω.

(iii) If {e1, . . . , en} is a basis for V , then

{ei1 ∧ · · · ∧ eik | 1 ≤ i1 < · · · < ik ≤ n}

is a basis for ∧kV . In particular, dim(∧•V ) = 2n.
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(iv) The map
δ : ∧k(V ∗) → (∧kV )∗

characterized by

δ(v∗1 ∧ · · · ∧ v∗k)(v1 ∧ · · · ∧ vk) = det(v∗i (vj))

is an isomorphism.

A.9.3.3 Exercises

(i) Show that v1, . . . , vk ∈ V is linearly independent if and only if v1∧· · ·∧vk ̸=
0.

(ii) Let p ∈ ∧2V . Show that if p ∧ p = 0 ∈ ∧4V , then there exist a, b ∈ V such
that p = a ∧ b.

A.9.4
Let f : V →W be a linear map between finite dimensional vector spaces. Then
we have the induced linear map

∧kf : ∧kV → ∧kW

characterized by (∧kf)(v1 ∧ · · · ∧ vk) = f(v1) ∧ · · · ∧ f(vk).

A.9.4.1 Exercises

1. Show that ∧•f =
∑
k≥0 ∧kf : ∧•V → ∧•W is a ring homomorphism.

2. For an endomorphism f : V → V , let
ck(f) := tr

(
∧kf : ∧V → ∧kV

)
(k = 0, . . . , n).

Show that
det(λ 1V + f) = λn + c1(f)λ

n−1 + · · ·+ cn−1(f)λ+ cn(f).

A.9.5 Inner Products
Let V be an inner product space. We define the inner product on ∧kV so that

⟨v1 ∧ · · · ∧ vk, w1 ∧ · · · ∧ wk⟩ = det(⟨vi, wj⟩)

for v1, . . . , vk, w1, . . . , wk ∈ V . Then
|v1 ∧ · · · ∧ vk|

is equal to the volume of the parallelepiped in V spanned by v1, . . . , vk. Thus if
e1, . . . , en is an orthonormal basis for V , then

{ei1 ∧ · · · ∧ eik : 1 ≤ i1 < · · · < ik ≤ n}

is an orthonormal basis for ∧kV .
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A.9.5.1 Exercise (Pythagoras Theorem)

(1) For vectors v1, . . . , vn inRn+1, let P be the parallelepiped spanned by these
vectors, i.e.,

P = {t1v1 + · · ·+ tnvn | 0 ≤ t1, . . . , tn ≤ 1}.

For each k ∈ {1, . . . , n+1}, let Pk be the image of P under the orthogonal
projection onto the k-th hyperplane

{(a1, . . . , an+1) ∈ Rn+1 | ak = 0}.

Let |P | be the n-dimensional volume of P and |Pk| be the n-dimensional
volume of Pk. Show that

|P |2 = |P1|2 + · · ·+ |Pn+1|2 .

Is it clear from this fact that the area of the parallelogram in R3 generated
by the vectors (a1, a2, a3) and (b1, b2, b3) is equal to the square root of∣∣∣∣a1 a2

b1 b2

∣∣∣∣2 + ∣∣∣∣a1 a3
b1 b3

∣∣∣∣2 + ∣∣∣∣a2 a3
b2 b3

∣∣∣∣2?
(2) Let 1 ≤ r ≤ n be integers and let

J = {(j1, . . . , jr) | 1 ≤ j1 < · · · < jr ≤ n}.

For each J ∈ J and v = (v1, . . . , vn) ∈ Rn , let
vJ := (vj1 , . . . , vjr ).

Let |v1 ∧ · · · ∧ vr| be the r-dimensional volume of the parallelepiped spanned
by the vectors v1, . . . , vr ∈ V . Show that

|v1 ∧ · · · ∧ vr|2 =
∑
J∈J

∣∣vJ1 ∧ · · · ∧ vJr
∣∣2 .

A.9.6 Interior Products
Let i : V → V ∗∗ be the canonical inclusion. Thus for each v ∈ V , we have a
linear map

i(v) : V ∗ → R
given by i(v)(ξ) = ξ(v) for ξ ∈ V ∗.
Proposition A.9.6.1 For each v ∈ V , there exists a unique extension of i(v) :
V ∗ → R ⊂ ∧•V ∗ as an anti derivation

i(v) : ∧•V ∗ → ∧•V ∗.

This linear map is called the interior product. We have

i(v1)i(v2) = −i(v2)i(v1)

for any v1, v2 ∈ V .
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A.9.6.2 Remark

If we regard ξ ∈ ∧k(V ∗) as an element of (∧kV )∗ ≃ Lkalt(V ), then
ξ(v1, . . . , vk) = i(vk) · · · i(v1)ξ

for v1, . . . , vk ∈ V .

A.9.6.3 Exercises

Let V be an n-dimensional real vector space.
(i) For v1, . . . , vk ∈ V , define a map

i(v1 ∧ · · · ∧ vk) := i(vk) · · · i(v1)

on ∧•V ∗. Show that this map is well-defined. Thus for every α ∈ ∧•V ∗

we have a map
i(α) : ∧•V ∗ → ∧•V ∗.

Note that if α ∈ ∧pV and β ∧q V , then
i(α ∧ β) = i(β) ◦ i(α) = (−1)pqi(α) ◦ i(β).

(ii) Let ω ∈ ∧n(V ∗) be an orientation form, i.e., ω ̸= 0. Show that
fk : ∧kV → ∧n−k(V ∗), α 7→ i(α)ω

is an isomorphism for every k = 0, . . . , n. Show that, if e1, . . . , en is a basis
for V and ϵ1, . . . , ϵn is the dual basis and ω = ϵ1 ∧ · · · ∧ ϵn, then

f1(v) =

n∑
i=1

(−1)ivi ϵ1 ∧ · · · ∧ ϵ̂i ∧ · · · ∧ ϵn

where v =
∑
i v
iei.

(iii) Assume an inner product on V . For ω ∈ V ∗, let
e(ω) : ∧•V ∗ → ∧•V ∗, ξ 7→ ω ∧ ξ.

Show that e(ω) is the adjoint of i(ω♯) and
i(ω♯)e(ω) + e(ω)i(ω♯) = |ω|2 id

on ∧•V ∗.
Show that for any α ∈ ∧•V ,

i(α) = e(α♭)♯

where αb ∈ ∧•V ∗ is the dual of α with respect to the inner product and
e(ξ) denotes the exterior multiplication.

1.
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A.10 Hodge Duality
Suppose V is an oriented inner product space of dimension n. Let vol ∈ ∧nV
be the “positive ” unit vector, i.e., vol = e1 ∧ · · · ∧ en for any positively oriented
orthonormal basis e1, . . . , en of V .3

Define, for 1 ≤ i1 < · · · < ik ≤ n,
⋆(ei1 ∧ · · · ∧ eik) = sgn(i1, . . . , ik, ik+1, . . . , in) eik+1

∧ · · · ∧ ein

where {i1, . . . , ik, ik+1, . . . , in} = {1, . . . , n}.
Then by linearity we have the Hodge star map

⋆ : ∧kV → ∧n−kV.

This map is well-defined, independent of the choice of basis, and characterized
by the relation

⟨ω, η⟩ vol = ω ∧ ⋆η

for any ω, η ∈ ∧•V .

A.10.0.1 Exercises

(i) Show that on ∧pV ,

⋆2 = (−1)p(n−p) =

{
− id if p is odd and n is even
+ id otherwise.

(ii) For any v ∈ V , consider the linear map
v♯ : V → R, w 7→ ⟨v, w⟩ .

Let
intv♯ : ∧•V → ∧•V

the linear map which extends v♯ and has the anti-derivation property:
intv♯(ω ∧ η) = (intv♯ ω) ∧ η + (−1)pω ∧ (intv♯ η)

for any ω ∈ ∧pV and η ∈ ∧•V . Show that
⋆v = intv♯(vol).

(iii) Show that for any ω ∈ ∧rV ,
intω♯ = (−1)n(n−p) ⋆ ext(ω)⋆ : ∧pV → ∧p−rV.

3 There is a canonical isomorphism

dV : ∧nV → R

such that dV (vol) = 1.
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Quaternions and Octonions

B.1 Quaternions
Let I be a 3-dimensional vector space with a basis i, j, k, and let

H := R⊕ I.

We have an associative multiplication map on H with the relation
i2 = j2 = k2 = ijk = −1.

With this structure an element of H is called a quaternion. Quaternions were
discovered in 1843 by Willian Rowan Hamilton (1805−1865).1

A quaternion q is a some of real number t and a vector v ∈ I, in a unique
way. We define the conjugation of q as

q̄ := t− v.

An element of Iis called a pure quaternion and is characterized as a quaternion
q such that

q̄ = −q.

There is a natural inclusion
C ↪→ H

and
H = C⊕ Ĉ

where Ĉ is the space generated by j and k. Note that
C · Ĉ = Ĉ, Ĉ · C = Ĉ, Ĉ · Ĉ = C

and for any z ∈ C and q ∈ Ĉ
zq = qz̄.

1Gauss’s discovery of quaternions in 1819 was not published until 1900.
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If we identify (z, w) ∈ C2 with z + jw ∈ H, then

(z, w) · (z′, w′) = (z̄z′ + w̄w′, zw′ − wz′)

i.e., the quaternion inner product is the sum of Hermitian inner product and the
symplectic product.
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B.2 Octonions
Let I be a 7-dimensional vector space over R with a basis e1, . . . , e7, and let

O = R⊕ I.

Define a (non-associative) bilinear multiplication map
O×O → O (B.1)

such that e0 = 1 ∈ R ⊂ O is the identity element and the multiplication table is
as follows:

e1 e2 e3 e4 e5 e6 e7
e1 −1 e3 −e2 e5 −e4 −e7 e6
e2 −e3 −1 e1 e6 e7 −e4 −e5
e3 e2 −e1 −1 e7 −e6 e5 −e4
e4 −e5 −e6 −e7 −1 e1 e2 e3
e5 e4 −e7 e6 −e1 −1 −e3 e2
e6 e7 e4 −e5 −e2 e3 −1 −e1
e7 −e6 e5 e4 −e3 −e2 e1 −1

This table may be drawn as the next figure:2
e5

e6 e7

e4

e1

e2e3

The elements ofO (with this multiplication) are called octonions or octaves.
Note that

e2µ = −1, eµ · eν = −eν · eµ (1 ≤ µ < ν ≤ 7).

With e1 = i, e2 = j, e3 = k, we have an inclusion
H → O

of algebras and
O = H⊕ Ĥ

where Ĥ is the space spanned by
e4, e5 = ie4, e6 = je4, e7 = ke4.

2Thus figure is drawn on the Gino Fano(1871−1952)’s projective plane.
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We have
H ·H = H, H · Ĥ = Ĥ, Ĥ ·H = Ĥ, Ĥ · Ĥ = H

and following identities:

qp = pq̄, q1(q2p) = (q2q1)p, (pq1)q2 = p(q2q1),

(q1p1)(p2q2) = q2(p1p2)q1, (p1p)p2 = p2(pp1)

for any quaternions q, q1, q2 and p, p1, p2 ∈ Ĥ.
Now the multiplication map (B.1) becomes

(q1, p1)(q2, p2) = (q1q2 − p2 p1, p2q1 + p1 q2).

The conjugation on H extends to O by

(q, p) = (q,−p).

Then
uv = v̄ ū

for any octonions u and v. We have octonion inner product

⟨u | v⟩ := ūv

and
|u|2 := ⟨u | u⟩ > 0

for nonzero u. Thus O is a division algebra.
We also have

|uv| = |u| |v|

for any u, v ∈ O. Note that for any u ∈ O

⟨u, ueµ⟩ = |u|2eµ = −⟨ueµ, u⟩
Re ⟨ueµ, ueν⟩ = |u|2δµν = Re ⟨eµu, eνu⟩

for 1 ≤ µ, ν ≤ 7.
We have the alternative law

u(uv) = (uu)v, u(vv) = (uv)v

for any u, v ∈ O. Note that the alternative law implies

(uv)u = u(vu)

for any u, v ∈ O.
Here is a multiplication table (with respect to the basis 1, i, j, k, l, il, jl, kl):
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v (a0, a1, a2, a3, a4, a5, a6, a7)
iv (−a1, a0,−a3, a2,−a5, a4, a7,−a6)
jv (−a2, a3, a0,−a1,−a6,−a7, a4, a5)
kv (−a3,−a2, a1, a0,−a7, a6,−a5, a4)
lv (−a4, a5, a6, a7, a0,−a1,−a2,−a3)

(il)v (−a5,−a4, a7,−a6, a1, a0, a3,−a2)
(jl)v (−a6,−a7,−a4, a5, a2,−a3, a0, a1)
(kl)v (−a7, a6,−a5,−a4, a3, a2,−a1, a0)
vi (−a1, a0, a3,−a2, a5,−a4,−a7, a6)
vj (−a2,−a3, a0, a1, a6, a7,−a4,−a5)
vk (−a3, a2,−a1, a0, a7,−a6, a5,−a4)
vl (−a4,−a5,−a6,−a7, a0, a1, a2, a3)
v(il) (−a5, a4,−a7, a6,−a1, a0,−a3, a2)
v(jl) (−a6, a7, a4,−a5,−a2, a3, a0,−a1)
v(kl) (−a7,−a6, a5, a4,−a3,−a2, a1, a0)

B.2.0.1 Cross Product

Let I be the 7-dimensional space of pure imaginary octonions. Then the cross
product of two u, v ∈ I is defined by

u× v :=
1

2
(uv − vu) ∈ I.
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Appendix C

Calculus

C.1 Differentiable Functions
Let V andW be finite dimensional vector spaces overR.1 A function ϵ : V 99KW
defined in a neighborhood of the origin 0 of V such that

lim
v→0

|ϵ(v)|/|v| = 0 and ϵ(0) = 0

is denoted by o(v), where we use any norms | · | on V andW .
Let U be an open subset of V . A map

f : U →W (C.1)

is differentiable at a point p in U if there exists a linear map
Df(p) : V →W

such that
f(p+ v)− f(p) = Df(p)v + o(v).

If f is differentiable at p, then the linear map Df(p) is unique and is called
the derivative of f at p. Moreover, f is continuous at p and

Dvf(p) := Df(p)v =
d

dt

∣∣∣∣
0

f(p+ tv)

for any v ∈ V .

C.1.0.1 Coordinate Expressions

C.1.0.2

The map (C.1) is said to be differentiable if it is differentiable at every point
of its domain. In this case, we have a map

Df : U → L(V,W ),

1We may assume that V and W are Banach spaces.
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where L(V,W ) is the vector space of linear maps from V toW .

C.1.0.3 Exercises

1. Show that if f : V →W is a linear map, then

Df(p) = f

for every p in V .
2. Let V1, V2,W be finite dimensional vector spaces. Show that if f : V1 ×

V2 →W is a bilinear map, then

Df(u1, u2)(v1, v2) = f(v1, u2) + f(u1, v2)

for u1, v1 ∈ V1 and u2, v2 ∈ V2. Find a formula for multilinear maps.

C.1.1 Chain Rule
Let V,W,X be finite dimensional vector spaces. Let V1 andW1 be open subsets
of V and W , respectively. Suppose that f : V1 → W1 ⊂ W is differentiable at
p ∈ V1 and g : W1 → X is differentiable at q := f(p). Then g ◦ f : V1 → X is
differentiable at p and

D(g ◦ f)(p) = Dg(q) ◦Df(p) : V →W → X.

C.1.2 Continuously Differentiable Functions
Let U be an open subset of V . A differentiable map (C.1) is said to be (of class)
C1 if

Df : U → L(V,W )

is continuous.

Theorem C.1.2.1 Let v1, . . . , vn be a basis of V . A differentiable map (C.1)
is C1 if and only if the directional derivatives

Dv1f, . . . , Dvnf : U →W

are continuous.

C.1.3 Many times Differentiable Functions
C.1.3.1 Ck functions

A continuous function is said to be C0. For positive integers k, a map (C.1) is
said to be Ck if Df is Ck−1.
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Theorem C.1.3.2 If (C.1) is C2 at a point p, then

D2f(p) ∈ L2(V,W )

is symmetric.

Theorem C.1.3.3 Let v1, . . . , vn be a basis of V . The map (C.1) is Ck if and
only if for any nonnegative integers α1, . . . , αn satisfying the condition α1+· · ·+
αn = k, the partial derivatives

Dα1
v1 · · ·Dαn

vn f : U →W

exist and are continuous.2

C.1.4 Infinitely differentiable functions
Let U be an open subset of a finite dimensional vector space V . A differentiable
function f : U → R is said to be C1 if for any v ∈ V , Dvf ∈ C0(U).

Let C1(U) be the space of all C1 functions onU . Then a differentiable function
f : U → R is said to be C2 if Dvf ∈ C1(U) for any v ∈ V .

Inductively, a function f on U is Ck+1 if Dvf ∈ Ck(U) for any v ∈ V .
A function f onU is infinitely differentiable if it is Ck for every positive integer

k. Then f is C∞ if Dv
kf exists for every k = 0, 1, 2, . . . .

C.1.4.1 Taylor’s Theorem

Lemma C.1.4.2 Let U be a convex open neighborhood of the origin in Rn.

(i) Let f ∈ Ck(U) for some k ∈ {1, 2, . . . }. Then there exist g1, . . . , gn ∈
Ck−1(U) such that

f(x) = f(0) + x1g1(x) + · · ·+ xngn(x)

for any x ∈ U . In this case

gi(0) = Dif(0), i = 1, . . . , n.

(b) Let f ∈ C∞(U). Then there exist hij = hji ∈ C∞(U), 1 ≤ i, j ≤ n, such
that

f(x) = f(0) +
∑
i

Dif(0)x
i +

1

2

∑
i,j

xixjhij(x)

for all x ∈ U .
2 The number of elements of the set {(α1, . . . , αn) ∈ {0, . . . , k} | α1 + · · · + αn = k} is(n+k−1
k

)
.
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Proof. Proof is obvious from the identity:

f(x)− f(0) =

∫ 1

0

d

dt
f(tx)dt =

∫ 1

0

n∑
i=1

xiDif(tx) dt =
∑
i

xi

∫ 1

0

Dif(tx) dt.

□

C.2 Inverse Function Theorem
Theorem C.2.0.1 (Inverse Function Theorem)

Theorem C.2.0.2 (Implicit Function Theorem) Let M,N,L be smooth
manifolds,

F :M ×N → L

be a C1 map, (p, q) ∈M ×N , and r = F (p, q). If

(T2F )(p,q) : TNq → TLr

is an isomorphism, then there exist an open neighborhood U of p in M , an open
neighborhood V of q in N , and a C1 map

G : U → V

such that for any (x, y) ∈ U × V

F (x, y) = r ⇐⇒ y = G(x).

In this case,
TGp = −(T2F(p,q))

−1 ◦ T1F(p,q).

Moreover, if F is Ck for some positive integer k, so is G.

j

p

q r

M

N

L

@ D

@
D

M ´ N
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Proof: Consider the map

F : X × Y → X × Z, (x, y) 7→ (x, f(x, y)).

Then
DF (x0, y0) : T(x0,y0)(X × Y ) → T(x0,z0)(X × Z)

is an isomorphism. Thus there exist an open neighborhood U of x0 in X, an
open neighborhood V of y0 in Y , an open neighborhoodW of z0 in Z, and a C1

map
G :W → U × V

which is the inverse of F . Note that

G(x, z) = (x, π2(G(x, z)).

Let
g(x) := π2(G(x, z0))

for x ∈ U . Then g : U → V is the desired map.
Note that for any x ∈ U ,

0 = Df(x, g(x)) = D1f(x, g(x)) +D2f(x, g(x)) ◦Dg(x) = 0

and hence
Dg(x) = −(D2f(x, g(x)))

−1D1f(x, g(x)).

Thus if f is Ck, then so is g.
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Appendix D

General Topology

Alexander's Horned Sphere, drawn by Bill Mayers

D.1 Topological Spaces
A topology on a set X is a collection T of subsets of X such that

1. ∅ ∈ T , X ∈ T

2. if U ∈ T and V ∈ T , then U ∩ V ∈ T

3. if S is a subset of T , then ∪S ∈ T .
A topological space is a set X together with a topology T on it. In this case,

each element of T is called an open subset (or sometimes ``open set'') of (X, T ).
Topological space (X, T ) is often denoted simply by X.

D.1.1 Trivial Topology
A trivial topology on a set X consists of the empty set and X.
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D.1.2 Discrete Space
A topological space is discrete if every subset is open. This topology is called
the discrete topology.

D.2 Continuous Maps
A map f : X → Y between topological spaces is said to be continuous if f−1(V )
is open in X for any open set V in Y .

The set of all continuous maps from X into Y is denoted by C(X,Y ).
The set of all continuous maps from X into R is often simply denoted by

C(X). A continuous map f : X → Y induces an algebra homomorphism
f∗ : C(Y ) → C(X), g 7→ g ◦ f.�� �
topology ⇔

�
 �	continuous functions

D.3 Subspace
If Y is a subset of a topological space (X, T ), then

T ↾ Y := {Y ∩ U | U ∈ T }

is a topology on Y . This topology is called the subspace topology. Thus a subset
V of Y is open if and only if V = Y ∩ U for some open subset U of X. A subset
K of Y is closed if and only if K = Y ∩ L for some closed subset L of X.

Note that the subspace topology is the smallest topology1 such that the in-
clusion map

inc : Y ↪→ X

is continuous. A map f : Z → Y is continuous if and only if the composition
inc ◦f : Z → Y ↪→ X

is continuous.

D.4 Category
A category C consists of a class Obj(C) of objects and a set of morphisms
Mor(X,Y ) for each pair of objects X and Y such that

1. For any objects X,Y, Z, the composition map
◦ : Mor(X,Y )×Mor(Y, Z) → Mor(X,Z), (f, g) 7→ g ◦ f

is given.
1A topology T1 on a set is smaller (or weaker) than the topology T2 on the same set if

T1 ⊆ T2.
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2. If f ∈ Mor(X,Y ), g ∈ Mor(Y, Z), and h ∈ Mor(Z,W ), then

(h ◦ g) ◦ g = h ◦ (g ◦ f).

3. For each object X, there exists an element 1X ∈ Mor(X,X) such that

f ◦ 1X = f, 1X ◦ g = g

for any f ∈ Mor(X,Y ) and g ∈ Mor(Z,X).

A morphism f ∈ Mor(X,Y ) is called an isomorphism if there exists g ∈
Mor(Y,X) such that

f ◦ g = 1Y , g ◦ f = 1X .

D.4.1 TOP
The objects of the category TOP are topological spaces, and for each pair of
objects X and Y , Mor(X,Y ) consists of continuous maps from X into Y .

Compositions of two continuous maps are continuous.
An isomorphism is called a homeomorphism.

D.5 Sheaves
Let G be the category of all groups and the group-homomorphisms.

A presheaf S of groups on a topological space (X, T ) is an assignment

S : T → Obj(G), U 7→ S(U)

together with restriction maps

rVU : S(V ) → S(U)

for each inclusion U ↪→ V such that

1. for any open sets U ⊂ V ⊂W

rVU ◦ rWV = rWU .

2. for any open set U , rUU : S(U) → S(U) is the identity map.

3. S(∅) is the trivial group.
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D.5.1 Sheaf
A presheaf S of groups on a topological space X is a sheaf if

1. for any collection {Uα} of open sets and for any f, g in S(U), the condition

∀α, f ↾ Uα = g ↾ Uα,

implies f = g, where U =
∪
α Uα, f ↾ Uα = rUUα

(f), and g ↾ Uα = rUUα
(g).

2. for any collection of {fα ∈ S(Uα)} such that

(fα) ↾ (Uα ∩ Uβ) = (fβ) ↾ (Uα ∩ Uβ)

for any indices α and β, there exists an element f ∈ S(U) such that f ↾
Uα = fα.

D.5.2 The sheaf of continuous functions
For any open set U on a topological space X, let

C(U)

be the algebra of all continuous real valued functions on U . Then we have a
sheaf C of continuous functions on X.

D.6 Metric Space
Given a set X, a map

d : X ×X → R

is called a metric (or a distance function) if

1. d(x, y) ≥ 0

2. d(x, y) = 0 if and only if x = y

3. d(x, y) = d(y, x)

4. d(x, y) + d(y, z) ≥ d(x, z).

A set X together with a metric d is called a metric space.2

2This beautiful definition is due to M. Fréchet(1878–1973) in his doctorial thesis,1906 [BvR].
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D.6.1
Given a positive real number r, and a point p in a metric space (X, d), an open
ball of radius r centered at p is

B(p, r) := {q ∈ X | d(p, q) < r}.

A subset of a metric space is open if it is a union of open balls.
These open sets define a topology on X.
Thus every metric space is a topological space. For instance, Rn with the

Euclidean metric is a topological space.

D.6.2
If d is a metric for a set X, then

d̃ :=
d

1 + d

is also a metric forX such that the distance between any two points onX is less
than 1. Note that d̃ gives the same topology as d on X.

D.6.3
A topological space ismetrizable if there exists a metric whose topology is equal
to the given topology.

D.7 Neighborhoods
For a point p in a topological spaceX, a subset N ofX is called a neighborhood
of p if there exists an open subset U such that p ∈ U ⊂ N .

In a topological space X, let Np be the collection of all neighborhoods of p
in X. Then the family N := {Np | p ∈ X} satisfies the following conditions for
all p ∈ X:

1. X ∈ Np (or Np ̸= ∅)

2. for any U ∈ Np, p ∈ U (i.e., p ∈ ∩Np)

3. U1, U2 ∈ Np ⇒ U1 ∩ U2 ∈ Np

4. U ∈ Np, U ⊂ V ⊂ X ⇒ V ∈ Np

5. for any U ∈ Np, {q ∈ U | U ∈ Nq} ∈ Np (i.e., for any U ∈ Np, there exists
V ∈ Np such that U ∈ Nq for any q ∈ V )
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Given a setX, a neighborhood system ofX is an indexed familyN = {Np |
p ∈ X} of collections of subsets of X which satisfies the above five conditions.

A neighborhood system N of a set X determines a unique topology on X
such that for every p in X, Np is the collection of neighborhoods of p. (cf. [Hart
et al.], [Bredon]) �� �
topology ⇔

�� �
neighborhood system

D.8 Closed Sets
A subsetK of a topological spaceX is said to be closed if its complementX−K
is an open subset of X.

A map f : X → Y is continuous if and only if f−1(C) is closed in X for any
closed subset C of Y .

D.8.1 Closure
The closure of a subset S in a topological space X is the smallest closed subset
in X which contains S.

A subset of a topological space is dense if its closure is the whole space.
A topological space is separable if it has a countable dense subset.

D.8.2 Interior, exterior, and boundary
For a topological space X and a subset A of X, the interior of A is the largest
open set of X contained in A. The exterior of A is the largest open set of X
contained in X − A. The interior and the exterior of A is denoted by intA and
extA, respectively. Thus

extA = int(X −A), intA = ext(X −A).

The boundary of A is the intersection of the closures of intA and extA.

D.9 Cover
A collection U of sets is locally finite in a topological space X if for any point
p ∈ X, there exists a neighborhood N of p such that the number of sets U ∈ U
such that U ∩N ̸= ∅ is finite.

A collection U of sets is a cover of a set X if X ⊂
∪

U .
A cover V of a set X is a subcover of a cover U if V ⊂ U .
A cover V of X is a refinement of a cover U of X if for any V ∈ V there

exists a U ∈ U such that V ⊂ U .
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D.9.1 Indexed family
A family (Uα)α∈A of sets indexed by a set A is just a set-valued function U
with domain A.

An indexed family (Uα)α∈A of subsets of a topological space X is said to be
locally finite if for any point p ∈ X, there exists a neighborhood N of p such
that the number of indices α ∈ A such that Uα ∩N ̸= ∅ is finite.

An indexed family (Uα)α∈A of subsets of a topological space X is said to be
point-finite if for any point p ∈ X, the number of indices α ∈ A such that
p ∈ Uα is finite.

A locally finite family is point-finte.
An indexed cover of a set X is an indexed family (Uα)α∈A such that

X ⊂
∪
α∈A

Uα :=
∪

{Uα | α ∈ A}.

An ordinary cover is an indexed cover with the trivial (i.e., identity) indexing.
An indexed cover (Vβ)β∈B of a set X is a subcover of an indexed cover

(Uα)α∈A if B ⊂ A.
An indexed cover (Vβ)β∈B ofX is a refinement of an indexed cover (Uα)α∈A

of X if for any β ∈ B there exists a α ∈ A such that Vβ ⊂ Uα.

D.10 Compact Space
A topological spaceX is said to be compact if every open cover ofX has a finite
subcover.
Theorem D.10.0.1 1. A closed subset of a compact space is compact.

2. A compact subspace of a Hausdorff space is closed.

3. A continuous image of a compact space is compact.

4. Any continuous real valued map from a compact space has a maximum.

5. Every compact subset of a metric space is bounded.

D.11 Paracompact Space
A Hausdorff space X is paracompact3 if every open cover U of X has a locally
finite open cover which is a refinement of U .
Observation D.11.0.1 If X is a paracompact space, then for any indexed
open cover (Uα)α∈A ofX, there exists a locally finite indexed family (Vα)α∈A
of open subsets of X such that V̄α ⊂ Uα for each α ∈ A.

3This definition is due to J. Dieudonné (1944). The line with two origin is non-Hausdorff
paracompact and has no property of the partition of unity.
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A closed subspace of a paracompact space is paracompact.
Compact Hausdorff spaces are paracompact.
By a theorem of A. H. Stone (1948), metrizable spaces are paracompact.

D.11.1 Partition of unity
A partition of unity subordinate to an open cover U of a topological space X is
a collection of continuous functions φU : X → R for each U ∈ U such that

1. for each U ∈ U , φU ≥ 0

2. for each U ∈ U , suppφU ⊂ U

3. the collection {suppφU | U ∈ U} is a locally finite

4. ∑U∈U φU ≡ 1

In this case, the collection

{int(suppφU ) | U ∈ U}

is a locally finite open cover of X which is a refinement of U .
A partition of unity subordinate to an indexed open cover (Uα)α∈A of a

topological space X is a collection of continuous functions φα : X → R for each
α ∈ A such that

1. for each α ∈ A, φα ≥ 0

2. for each α ∈ A, suppφα ⊂ Uα

3. the indexed family (suppφα)α∈A is a locally finite

4. ∑α∈A φα ≡ 1

Theorem D.11.1.1 Given a topological space X, the following conditions are
equivalent:

1. X is paracompact.

2. For any indexed open cover (Uα)α∈A of X, there exists a partition of unity
subordinate to (Uα)α∈A.

3. For any open cover U of X, there exists a partition of unity subordinate
to U .

Corollary D.11.1.2 Let X be a paracompact space. If A and B are disjoint
closed subsets of X, then there exists a continuous function f : X → R such
that f ↾ A ≡ 0 and f ↾ B ≡ 1.
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D.12 Separation Axioms
A topological space X is said to be

1. T1 if every point is closed.
2. Hausdorff (or T2) if for any distinct points p and q in X, there exist a

neighborhood Up of p and a neighborhood Uq of q such that Up and Uq are
disjoint.
On a Hausdorff space, every sequence (or a net) of points has at most one
limit point.
A topological space X is Hausdorff if and only if the diagonal

{(x, x) | x ∈ X}

is a closed subset of X ×X (cf. D.14).
3. regular if for any point p in X and a closed subset K of X which does not

contain p, there exist disjoint open sets U and V of X such that p ∈ U and
K ⊆ V . A regular Hausdorff space is called a T3-space.

4. normal if for any disjoint closed sets K1 and K2, there exist disjoint open
sets U1 and U2 such that K1 ⊆ U1 and K2 ⊆ U2.
A normal Hausdorff space is called a T4-space.

Note that a topological space X is normal if and only if for any pair of a
closed subset C and a neighborhood U of C there exists a neighborhood V of C
such that the closure V̄ is contained in U .

For subsets A and B of a topological space X, we write A≪ B if Ā ⊂ intB.
Thus for any pair (A,B) of subsets of a normal spaceX withA≪ B, there exists
a subset V of X such that A≪ V ≪ B.

Theorem D.12.0.1 For a Hausdorff space X, the following are equivalent:

(i) X is normal.

(ii) (Urysohn’s Lemma) If A and B are nonempty disjoint closed subsets of X,
then there exists a continuous function f : X → [0, 1] such that f ↾ A ≡ 0
and f ↾ B ≡ 1.

(iii) (Tietze extension theorem) For any closed set A ⊂ X and a continuous
function f : A→ [0, 1], there is a continuous extension f̃ : X → [0, 1] of f .

(iv) (Shrinking Lemma)4 If {U1, . . . , Uk} is an open cover of X, there exists an
open cover {V1, . . . , Vk} of X such that for each i ∈ {1, . . . , k} the closure
of Vi is contained in Ui.

4If the Axiom of Choice is allowed, we may use arbitrary point-finite open cover for the
shrinking lemma.
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A support supp f of a function f : X → R is the closure in X of the set
{x ∈ X | f(x) ̸= 0}. Let A be a closed subset of a topological space X and let
U be a neighborhood of A in X. Then a continuous function f : X → [0, 1] is a
bump function for A supported in U if f ↾ A ≡ 1 and supp f ⊂ U .

Corollary D.12.0.2 Let X be a normal Hausdorff space, A be a closed subset
of X, and U be a neighborhood of A. Then there exists a bump function for A
supported in U .

Proof. Let V be an open neighborhood of A such that V̄ ⊂ U . Then A and
X − V are disjoint closed subsets of X. Thus there exists a continuous function
f : X → [0, 1] such that f ↾ A ≡ 1 and f ↾ (X − V ) ≡ 0. Thus the set
{x ∈ X | f(x) ̸= 0} is contained in V and hence supp f ⊂ V̄ ⊂ U . This
completes the proof. □

By D.11.1.2, paracompact spaces are normal.�
 �	metrizable ⇒
�
 �	paracompact ⇒

�
 �	T4 ⇒
�
 �	T3 ⇒

�
 �	T2 ⇒
�
 �	T1

D.13 Bases for topology
A collection B of open sets of a topological space X is a basis (or a base) for
the topology if any open set in X is a union of elements in B.

A topological space is second countable if it has a countable basis. Euclidean
spaces are typical examples of second countable spaces.

Any second countable topological spaceX is first countable, i.e., each point
in X has a countable basis for its neighborhoods.

Any second countable topological space is separable.
A second countable space X has the Lindelöf property, i.e., any open cover

of X has a countable subcover.

D.14 Product Spaces
If {Xα} is an indexed family of topological spaces, then the topology of the
product X :=

∏
αXα is the smallest topology such that the projection maps

πα : X → Xα are all continuous. Thus the collection{∏
α

Uα | Uα is an open subset of Xα and Uα = Xα for almost all α
}

is a basis for the topology of X.
This topology is the unique one such that a map f : Y → X is continuous if

and only if the composition πα ◦ f is continuous for all projection maps πα.
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D.15 Quotient Spaces
Let∼ be an equivalence relation on a topological spaceX, and let π : X → X/ ∼
be the projection. Then a subset U of the quotient X/ ∼ is defined to be open
if (and only if) π−1(U) is open in X. This defines a quotient topology on the
X/ ∼, which is the finest5 topology on the quotient which makes π continuous.

A map f from X/ ∼ to a topological space Y is continuous if and only if the
composition f ◦ π : X → Y is continuous.

If X/ ∼ is Hausdorff, then the graph of the relation

Γ := {(x, y) ∈ X ×X | x ∼ y}

is a closed subset of X ×X.
If Γ is closed in X ×X and the projection map π : X → X/ ∼ is open, then

X/ ∼ is Hausdorff.

D.16 Connectedness
A topological space is connected if it is not the union of two disjoint nonempty
open subsets, or equivalently, it is not the union of two disjoint nonempty closed
subsets.

A space is connected if and only if there are no closed-and-open subsets ex-
cept the whole space and the empty set.

A space X is connected if and only if any continuous map f : X → {0, 1} is
constant.

If Y is a connected subset of a topological space X, then the closure Ȳ of Y
in X is also connected.

D.16.1 Connected Component
Two points in a topological space X are said to be in the same (connected)
component if they are contained in the same connected subset of X. This is an
equivalence relation and any equivalence class is a connected component.

Each connected component of X is a closed subset of X.
If X is locally connected, each connected component of X is also an closed

subset of X.

D.16.2 Path Connectedness
A topological space X is path connected if for any two points p and q in X,
there exists a continuous map γ : [0, 1] → X such that γ(0) = p and γ(1) = q.

Path connected spaces are connected.
5If T1, T2 are two topologies on the same set, then T2 is finer (or stronger or larger) than

T1 if T1 ⊆ T2.
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A topological space X is locally path connected if for any neighborhood U
of any point p inX, there exists a path connected neighborhood V of p such that
V ⊂ U .

A connected and locally path connected space is path connected.

D.16.3 Simply connected space
Given a topological space X, two (continuous) paths

f, g : [0, 1] → X, f(0) = g(0), f(1) = g(1)

are path-homotopic if there exists a continuous map
F : [0, 1]× [0, 1] → X

such that
F (0, t) = f(t), F (1, t) = g(t), F (t, 0) = f(0), F (t, 1) = f(1)

for all t ∈ [0, 1].
A path connected space X is simply connected if any two paths with the

same initial and the same terminal points are path-homotopic.

D.17 Invariance of Domain
Proof of the following theorem of L. E. J. Brouwer(1881−1966) may be found
in many books on algebraic topology.6

Theorem D.17.0.1 (Invariance of Domain, 1910) A one-to-one continu-
ous image in Rn of an open subset of Rn is open.

Corollary D.17.0.2 If a non-empty open subset of Rn and an open subset of
Rm are homeomorphic, then n = m.

Proof. Suppose that U is a non-empty open subset of Rn and V is an open
subset ofRm which is homeomorphic toU . Let f : U → V be a homeomorphism.
If m < n, then The composition

U
f→ V ↪→ Rm ↪→ Rn

is a continuous injection and hence V must be open in Rn by the Invariance of
Domain. But Rm is nowhere dense7 in Rn, and hence we have a contradiction.
Thus n ≥ m. By symmetry, m ≥ n and hence n = m. □

6E.g., [GH], or https://terrytao.wordpress.com/2011/06/13/brouwers-fixed-point-and-
invariance-of-domain-theorems-and-hilberts-fifth-problem/

7 A subset of a topological space is nowhere dense if the interior of its closure is empty.
Thus the complement of a nowhere dense subset is dense.
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D.18 Covering Spaces
Given a continuous map q : X → Y , a subset V of Y is said to be evenly covered
by q if q−1(V ) is the union of family (Uα) of disjoint subsets of X such that

q ↾ Uα : Uα → V

is a homeomorphism for all index α.
A continuous map q : X → Y is called a covering map if every point in Y

has an evenly covered neighborhood.
If q : X → Y is a covering map, then every point y ∈ Y has an evenly covered

open neighborhood V and q−1(V ) is a union of disjoint open subsets of X, each
of them are homeomorphic to V .

A covering map is a local homeomorphism. It is a surjective open map, and
hence is a quotient map.

A connected, locally path connected, simply connected space X is called a
universal covering space of Y if there exists a covering map from X onto Y .

Every connected and locally simply connected space has a universal covering
space.

LetG be a group of homeomorphisms on a topological manifoldM such that
for any point p inM there exists a neighborhood U of p such that

{g ∈ G | U ∩ gU ̸= ∅} = {idM}.

Then the quotient map
M →M/G

is a normal (i.e., regular) covering map [cf. Massey, p.165], and G is the group
of covering transformations.
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net, 237
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normal curvature, 184
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open ball, 233
orbit, 51
orientable, 82, 131
orientation, 82, 83, 130
orientation form, 215
orientation preserving, 82, 83, 130, 131
orientation preserving at p ∈M , 131
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parallel, 29
parallelizable, 90
parametrization, 18, 34
partition of unity, 61, 236
path connected, 239
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Riemann surface, 105
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separable, 234
sheaf, 23, 67, 232
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singular k-cell, 180
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singular point, 89
singularity, 89
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smooth, 27
Sol, 199
solid angle element, 162
solid-angle form, 140
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special linear group, 48
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special orthogonal group, 49
special unitary group, 50
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stereographic projection, 24
Stiefel manifold, 55
subbundle, 133
subcover, 234, 235
submanifold, 34, 43
submersion, 40, 76
subordinate to, 61
subspace topology, 230
sum, 127
support, 238
surface, 13
symmetry

central -, 83
point -, 83

symplectic group, 50

tangent bundle, 85
tangent space, 69
tangent vector, 69
tautological line bundle, 126
Taylor Expansion, 63
tend to infinity as t↗ b, 114
tensor bundle, 134
tensor field, 134
the Lie algebra, 97
the same orientation, 82
Thom isomorphism, 171
Tietze extension theorem, 237
topological group, 46
topological space, 229
topology, 229

finer -, 239
larger-, 239
smaller -, 230
stronger -, 239
weaker -, 230

torus, 32
total space, 85
total spaces, 124
trace, 128, 207
transition map, 19
transitive, 52

transversal, 81
trivial bundle., 124
trivial topology, 229

unitary group, 50
universal, 126
universal covering space, 241
upper half plane, 102
Urysohn's Lemma, 237
Urysohn's Metrization Theorem, 13

vector bundle chart, 123
vector bundle homomorphism, 124
vector bundle overM of rank r , 123
vector field, 86
vector field along a map, 97
vector topology, 20
vectorization, 21
volume, 183
volume form, 139

Whitney, 127
winding number, 162, 178

zero pont, 89
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